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On October 4, 2022, the White House Office of Science and 
Technology Policy (OSTP) issued the Blueprint for an AI Bill of 
Rights (the Blueprint)1, which lays out guidelines for companies 
to use to protect the public from invasive and harmful 
developments that may be posed by artificial intelligence (AI) 
systems. As automated systems develop, they offer the 
possibility for positive advancements – but unchecked, AI has 
led to unconsented surveillance, discrimination from algorithmic 
bias, and other foreseeable harms, states the OSTP. The 
Blueprint is intended to “help guide the design, development, 
and deployment of artificial intelligence and other automated 
systems so that they protect the rights and democratic values 
of the American public.”2

After a yearlong development process, the OSTP outlined five 
principles to safeguard the public:

• Safe and effective systems – Automated systems should 
undergo extensive testing prior to deployment to determine 
potential risks and options for mitigating such risks. 
Businesses should consult experts and have diverse input to 
ensure the system is effectively designed for the intended 
goal. Systems should be redesigned when the design is 
harmful, or the AI system should not be deployed if it 
cannot be improved. Independent evaluators should be 
given access to automated systems to evaluate and 
document their safety and effectiveness to ensure the 
systems are operating as intended.
 

• Algorithmic discrimination protections – Automated 
systems should be designed in an equitable manner. The 
public should not face algorithmic discrimination based on 
any type of legally protected classification like race, 
ethnicity, sex, gender identity, or religion. AI systems 
should be proactively designed and assessed to protect 
against discrimination. AI systems should receive 
“algorithmic impact assessments” from independent 
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evaluators on the potential disparate impacts.
 

• Data privacy – There should be built-in protections to 
shield the public from “abusive data practices” and people 
should have control over how their personal data is used by 
AI systems. Data collection should conform to reasonable 
expectations and only data that is strictly necessary for a 
specific context should be collected. The description of the 
intended use of the AI-derived data should be explained in 
non-technical language. Any consent request should be 
brief, be understandable in plain language. Enhanced 
protections and restrictions on data and inferences related 
to sensitive information collection and processing may be 
necessary. In addition, individuals should be free from 
unchecked AI-enabled surveillance and monitoring. 
 

• Notice and explanation – People should be notified when 
AI is in use and told the extent of that use. The business 
should also explain how and why the particular outcome 
was reached and if any non-AI factors contributed to the 
outcome.
 

• Human alternatives, consideration, and fallback – The 
public should have the option to reject the use of AI and to 
choose a human alternative, where appropriate. Individuals 
also should have access to a person who can quickly 
consider and remedy any problems they encounter in 
relation to AI systems.

The Blueprint points out that it is fully consistent with the 
Organization for Economic Co-operation and Development’s 
(OECD) 2019 Recommendations on Artificial Intelligence, which 
the United States adopted and which identified principles and 
recommendations for “responsible stewardship of trustworthy 
AI.”3 The Blueprint also aligns with earlier Executive Orders on 
AI4 and with other AI principles, such as the National 
Association of Insurance Commissioners (NAIC) Principles on 
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Artificial Intelligence, except that the Blueprint is sector 
neutral.5 

The principles outlined in the Blueprint are non-binding and will 
remain discretionary unless enacted into laws or regulations. 
Indeed, the Blueprint states that future sector-specific guidance 
“will likely be necessary.”6 The OSTP Deputy Director for 
Science and Society, Dr. Alondra Nelson, said the Department 
of Labor is already “’leaning into their ability to compel 
reporting’ from companies about workplace surveillance using 
AI.”7 Although some criticize the Blueprint as being merely a set 
of voluntary guidelines, the White House intends it to 
demonstrate its commitment to the responsible development of 
artificial intelligence technology in a way that protects civil and 
digital rights.

Notably, the Blueprint does not define artificial 
intelligence,8 electing to use the term “automated system” 
instead, which it defines broadly as “any system, software, or 
process that uses computation as whole or part of a system to 
determine outcomes, make or aid decisions, inform policy 
implementation, collect data or observations, or otherwise 
interact with individuals and/or communities.”9 No matter how 
it is described, artificial intelligence is about making automated 
decisions using vast data sets. 

There are two areas in which using AI to collect and analyze 
data and make decisions about individuals autonomously is 
especially impactful: surveillance and predictive systems.

Surveillance

Surveillance is time and labor-intensive. AI is already being 
used to expedite the process and expand its scope. License 
plate readers, facial recognition, and even gait recognition 
software is widely used to observe and profile individuals. AI in 
these scenarios is being used to conduct activities that have 
traditionally been conducted by human operators. However, AI 
can also be used to expand what can be surveilled by observing 
behavior that is not easily observable by human operators. For 
example, AI can be used to fingerprint a computer user based 
on their keystroke patterns, mouse usage, screen time, and 
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other factors that are traditionally difficult or impossible to 
observe by a person. The confluence of surveillance and privacy 
rights becomes especially salient in non-public areas, including 
the workplace, where continuous monitoring combined with AI 
is already being used to identify insider threats in the 
Department of Defense. The federal government may seek to 
require that the guidance published in the Blueprint be followed 
in spheres that it regulates, such as government contracting 
and interstate commerce. If so, government contractors and 
other entities engaged in commercial surveillance may need to 
prepare to be compliant with any AI regulations following the 
Blueprint.10

Predictive Systems

Ascertaining what a person will do or how they will react to a 
situation has been a challenge that humankind has attempted 
to resolve for its entire existence. AI, which can parse vast data 
sets at high speed, is pushing us closer to making that a reality. 
Some consumer data privacy laws have addressed this concern 
head-on, allowing consumers to opt out of what they call 
“automated decision-making technology” that is intended to 
create a profile of a consumer. Organizations that use AI to 
profile consumers (most frequently used to serve targeted ads) 
would, as the principles in the Blueprint are enacted into law or 
regulation, likely need to tailor their practices to enable users to 
exercise their rights under the principles.

Future Direction

It remains to be seen whether Congress will pass legislation 
and/or federal agencies will issue regulations based on the 
principles articulated in the Blueprint, by, for instance, requiring 
annual audits of an entity’s algorithms that make eligibility 
decisions to determine whether the practices result in unlawful 
discrimination and/or have a disparate impact. Some states in 
some sectors11 have already taken the lead.

__________________________________________
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