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Al Risk Management Framework
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On January 26th the National Institute of Standards and Technology (NIST) published the first draft of their
Artificial Intelligence (Al) Risk Management Framework (Al RMF) that outlines the process for
organizations to assess and address Al-related risks. The Al RMF comes in response to regulatory
concerns that “Al tools can be inaccurate, biased, and discriminatory by design and incentivize relying on
increasingly invasive forms of commercial surveillance.”[1]

Use of Al has been a driving factor in innovation, and its use cases, led by ChatGPT, have recently been
dominating technology headlines. Al is increasingly used to scan datasets for patterns, draw inferences
from bodies of information, and for communicating with users.

But lawmakers and regulators have concurrently been grappling with ways to manage risks posed by Al,
including both privacy and security risks. Studies show little progress in organizations' reported mitigation
of Al-related risks,[2] and lawmakers and regulators appear particularly concerned with the use of
consumer data and the privacy implications for AL[3] These concerns are driving the EU’s Al Act,[4] as
well as the White House’s release of an Al bill of rights in October.[5]

NIST Al RMF:

In 2021, Congress directed NIST to develop a voluntary risk management framework for trustworthy Al
systems in collaboration with the private and public sectors.[6] In addressing this directive NIST released
the Al RMF,[7] along with the Al RMF Playbook,[8] aimed at providing organizations a flexible, structured,
and measurable approach to address Al risks and deploy trustworthy Al systems.

NIST frameworks are an important tool for organizations to assess and manage risk, and NIST’s
Cybersecurity Framework (CSF) plays an important role in risk management of traditional software and



information-based systems. The nature of Al systems creates a more complex and novel set of risks,
requiring a distinct approach and framework.

The NIST Al RMF and Playbook can be utilized by organizations to show they applied best practices and
have taken a comprehensive approach to addressing the risks posed by Al, including privacy, security,
bias, inaccuracy, discrimination, and other risks. This is critical given the FTC's focus on Al,[9] as well as
recent FTC enforcement actions demonstrating expectations of programmatic and comprehensive privacy
programs.[10]

NIST Al RMF — Contents:

The Al RMF is broken into two parts. The first describes and frames foundational concepts, including risks,
impacts, and harms associated with Al; the relevant stakeholder groups; and the seven characteristics of
trustworthy Al systems: valid and reliable; safe; secure and resilient; accountable and transparent;
explainable and interpretable; privacy-enhanced; and fair with harmful bias managed.

The second part describes the 4 core functions for Al risk management which are then broken into 19
categories and 70 subcategories. The 4 Al RMF core function are Govern, Map, Measure, and Manage.
The Govern function is about developing a culture of risk management and putting in place the policies,
systems, processes, and teams necessary for effective Al risk management. The Map function is focused
on information gathering to inform decisions and provide the context to frame risks related to an Al

system. The Measure function covers quantitative and qualitative analyses to monitor risks and impacts.
And the Managed function is about allocating resources to those mapped and measured risks and benefits
associated with an Al system.

The Al RMF Playbook is a web-based document that breaks down the 70 subcategories further, providing
more detailed descriptions of the subcategory, suggested actions to address the subcategory,
documentation steps and resources on transparency, and references to seek additional information.

In short, the combination of the Al RMF and Playbook provide organizations a systematic and granular
way to frame and address Al-related risks.

NIST Al RMF — Next Steps:

The document published by NIST is the first version of the Al RMF. NIST has provided an outline for
future development, including alignment with other Al-related standards; standardized methodologies to
test and verify Al systems; developing sector-specific Al profiles; and increased guidance related to
various elements in the Al RMF, including system tradeoffs, human factors, explainability and
interpretability, and methods for developing reasonable risk tolerances.

There are multiple ways for companies to participate in the ongoing development of the Al RMF. NIST is
currently seeking industry feedback in developing the revised version of the Al RMF Playbook;[11] broad
community involvement in developing tools, benchmarks, and methodologies for evaluating risks in Al;[12]

assistance in production of Al RMF profiles and case studies,[13] and suggestions for the future NIST
Trustworthy and Responsible Al Center.[14]
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