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U.S. AI Regulation Guide: 
Legislative Overview and 
Practical Considerations
Yoon Chae*

This article discusses the state of U.S. regulation of artificial intelligence 
(“AI”), covering legislative instruments directed to algorithmic account-
ability, the use of facial recognition technology and associated data, and 
promoting “transparency” when using AI, as well as pending federal bills 
on general governance or research issues for AI, among other things. The 
author also discusses practical considerations when using AI for businesses 
and in-house counsel.

Regulation of artificial intelligence (“AI”) is still in its infancy, 
perhaps with the exception of autonomous vehicles, which have 
seen the most legislative activities worldwide.1 Many countries have 
just issued their national plans, guidelines, or codes—which often 
highlight essential principles for developing ethical AI—without 
having passed much substantive law; notable examples include the 
European Parliament’s resolution on Civil Law Rules on Robotics 
(February 2017), the European Union’s Ethics Guidelines for Trust-
worthy AI (April 2019), and OECD’s Council Recommendation 
on Artificial Intelligence (May 2019).2 The time may now be ripe, 
according to certain experts, to tackle the associated challenges in 
transitioning from these general principles to actual legislation in 
order to provide the necessary regulatory frameworks that safe-
guard those principles.3

Much of the recent development in filling the legal void that 
exists for AI governance is surprisingly coming from the United 
States, which, with the exception of three AI reports issued by the 
Obama administration,4 has been relatively inactive with AI regula-
tion until last year. In 2015–2016, for example, the 114th Congress 
saw only two bills containing the term “artificial intelligence,” which 
increased to 42 bills with the 115th Congress (2017–2018) and to 
51 bills for the current, 116th, Congress, as of early November 
2019. Similar trends are observed at the state and city levels as well. 
California, for instance, had 0 bills on “artificial intelligence” two 
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legislative sessions ago (2015–2016), five bills during the last term 
(2017–2018), and 13 bills for the current legislature (2019–2020). 
Other than regulatory instruments on autonomous vehicles5—
which are beyond the scope of this article—most of the lawmaking 
on AI, automated systems, and their underlying technologies have 
been in the following areas:

The first area is what this article labels as “policy,” and it 
includes documents like executive orders, resolutions, and plans 
that reflect the U.S. government’s policies on AI regulation. The 
second category covers legislative instruments directed to algorith-
mic accountability, likely reflecting the governments’ response to 
recently publicized concerns of algorithmic bias and discrimina-
tion. The third is on the rapidly growing body of law that governs 
the use of facial recognition technology and associated data. The 
fourth area is labeled as “transparency,” and it includes those that 
are primarily directed to promoting transparency when it comes to 
the use of AI in different contexts. The last category is designated as 
“other,” and comprises pending federal bills on general governance 
or research issues for AI, among other things.6
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Policy

The Executive Order and the NIST Plan

President Trump issued the Executive Order on Maintaining 
American Leadership in Artificial Intelligence (No. 13,859) on 
February 11, 2019.7 The Order explains that the federal government 
plays an important role in facilitating AI research and development 
(“R&D”) and in promoting trust, training people for a changing 
workforce, and protecting national interests, security, and values.8 
It launched the “American AI Initiative,” guided by five principles: 

 (1) Driving technological breakthroughs; 
 (2) Driving the development of appropriate technical 

standards; 
 (3) Training workers with the skills to develop and apply 

AI technologies; 
 (4) Protecting American values, including civil liberties and 

privacy, and fostering public trust and confidence in AI 
technologies; and 

 (5) Protecting U.S. technological advantage in AI, while 
promoting an international environment that supports 
innovation.9

The Order requires all executive departments and agencies that 
develop or deploy AI, among other things, to adhere to six strategic 
objectives that generally align with the five principles listed above.10 
An objective that is particularly worth noting is the one directed 
to ensuring that “technical standards minimize vulnerability to 
attacks from malicious actors and reflect Federal priorities for inno-
vation, public trust, and public confidence in systems that use AI 
technologies” and highlighting the need to “develop international 
standards to promote and protect those priorities.”11 The Order 
tasks the National Institute of Standards and Technology (“NIST”) 
of the U.S. Department of Commerce to create a plan for federal 
engagement in the development of technical standards to support 
reliable, robust, and trustworthy AI systems.12

In response, in August 2019, NIST issued its Plan for Federal 
Engagement in Developing Technical Standards.13 It identifies nine 
areas of technical AI standards that are available or being developed, 
among which “[s]tandardization of AI safety, risk management, and 
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some aspects of trustworthiness such as explainability or security, 
are in their formative stages and especially would benefit from 
research to provide a strong technical basis for development.”14 
The Plan also identifies three areas of “non-technical” AI standards 
that inform policy decisions, such as “societal and ethical consid-
erations,” “governance,” and “privacy.”15

The Executive Order and the release of the NIST Plan may be 
indications that federal governance of AI under the Trump admin-
istration favors or values a standards-driven approach,16 and they 
are significant in that they mark the federal government’s first major 
efforts in providing clarity and guidance to agencies that are looking 
to adopt AI.17 NIST also has plans for more guidance in the near 
future, with plans to seek public comment on recommendations 
on confronting adversarial machine learning, as well as to seek 
public feedback on upcoming standards for explainable AI, which 
can further inform businesses on how to address those issues.18

House Resolution 153

Shortly after the Executive Order, the House of Representatives 
introduced House Resolution 153 on Supporting the Development 
of Guidelines for Ethical Development of Artificial Intelligence on 
February 27, 2019. The Resolution seeks to strike a balance between 
promoting AI’s “potential to enhance wellbeing, foster economic 
growth, and improve care and services for many people” with the 
need for its “safe, responsible, and democratic development.”19 It 
provides ten aims for achieving that balance, including “[t]rans-
parency and explainability,” “[i]nformation privacy and the pro-
tection of one’s personal data,” “[a]ccountability and oversight for 
all automated decisionmaking,” “[a]ccess and fairness regarding 
technological services and benefits,” and “[s]afety, security, and 
control of AI systems now and in the future,” among other things.20 
Although the Resolution has not yet been adopted, it highlights 
some of the same principles that are emphasized by other govern-
ments and international organizations for developing ethical and 
trustworthy AI.

California’s Assembly Concurrent Resolution 215

Several months prior to the federal House Resolution 153, 
California unanimously adopted Assembly Concurrent Resolution 
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215 on September 7, 2018.21 The Resolution expresses legislative 
support for using the 23 Asilomar AI Principles as the “guiding 
values for the development of artificial intelligence and of related 
public policy.”22 The Principles were developed in conjunction with 
a 2017 conference in Asilomar, California, where experts from vari-
ous disciplines met to establish the core principles for managing 
responsible development of AI.23 As of November 12, 2019, the 
Principles have been signed and endorsed by 5,030 of the world’s 
leading AI researchers and leaders in government, industry, and 
academia, including Stephen Hawking and Elon Musk.24

The Resolution identifies the need for developing AI in a 
manner that “ensures security, reliability, and consonance with 
human values,” and looks to the Principles for guidance, which 
are categorized into “research issues,” “ethics and values,” and 
“longer-term issues” that are designed to promote safe and ben-
eficial development of AI.25 The Principles listed under ethics and 
values include safety, failure transparency, judicial transparency, 
responsibility, value alignment, human values, personal privacy, 
liberty and privacy, and human control, among other themes.26 
Since the adoption of ACR 215, California has been significantly 
more legislative active on governing AI.

Algorithmic Accountability

Algorithmic Accountability Act

Senate and House bills for the Algorithmic Accountability Act 
(S.  1108, H.R. 2231) were introduced in Congress on April  10, 
2019,27 likely in response to recently publicized reports on the 
risks of AI’s biased outcomes. In the words of one of the sponsors, 
Senator Wyden, the intention behind the bill was to require “com-
panies to regularly evaluate their tools for accuracy, fairness, bias, 
and discrimination.”28

If the bill were to get enacted, it would require covered entities 
to conduct “impact assessments” on their “high-risk” automated 
decision systems in order to evaluate the impacts of the system’s 
design process and training data on “accuracy, fairness, bias, dis-
crimination, privacy, and security.”29 The Act also provides that the 
impact assessments should be performed “with external third par-
ties, including independent auditors and independent technology 
experts” when “reasonably” possible.30 Businesses would then be 
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required to “reasonably address” any identified issues in a “timely 
manner.”31

“Automated decision system” is defined broadly as “any compu-
tational process, including one derived from machine learning, sta-
tistics, or other data processing or artificial intelligence techniques, 
that makes a decision or facilitates human decision making, that 
impacts consumers.”32 Covered entities would include companies 
that: 

 (1) Make $50 million or more per year; 
 (2) Hold data for over one million consumers or consumer 

devices; or 
 (3) Act as data brokers that buy and sell personal information.33

The Algorithmic Accountability Act expressly provides that it 
would not preempt any state law,34 which means that businesses 
would need to remain vigilant on keeping up with any state law 
development on similar subject matter. The bill also does not pro-
vide for a private right of action, nor extraterritorial jurisdiction.35 
Instead, it would be enforced by the Federal Trade Commission 
(“FTC”) under Section 5 of the Federal Trade Commission Act on 
deceptive and unfair acts and practices, or via civil suits brought 
by the affected state’s attorney general.36

Although the bill’s future is uncertain, it is significant in that it 
is the first federal legislative effort to regulate AI across industries,37 
with broad proposed protections that mirror the General Data 
Protection Regulation (“GDPR”) in several ways.38 The bill is also 
significant in that it may be a harbinger of the laws to come,39 and 
in fact, some of this movement is already gaining momentum at 
the state and city levels.

New Jersey’s Algorithmic Accountability Act

Just a month after the federal Algorithmic Accountability Act 
was introduced, New Jersey introduced a similar bill, A.B. 5430, 
titled “New Jersey Algorithmic Accountability Act,” on May  20, 
2019.40 Like the federal counterpart, the bill requires covered 
entities to conduct impact assessments on “high-risk” automated 
decisions systems and information systems.41 

“Automated decision system impact assessment” requires an 
evaluation of the system’s development process, including the 
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design and training data, for impacts on “accuracy, fairness, bias, 
discrimination, privacy, and security,” and must include “a detailed 
description of the best practices used to minimize the risks” and a 
“cost-benefit analysis,” among other things.42 The bill also requires 
the covered entities to work with independent third parties, record 
any bias or threat to the security of consumer’s personally identifi-
able information discovered through the impact assessments, and 
provide any other information that is required by the Director of 
the Division of Consumer Affairs in the Department of Law and 
Public Safety.43

The bill is significant in that it mirrors the federal Algorithmic 
Accountability Act, with a broad scope and large potential impact 
on businesses.

Other States’ and Cities’ Regulation of AI Bias

Although New Jersey appears to be the only state so far to have 
introduced legislation mirroring the federal Algorithmic Account-
ability Act, there is also a growing trend toward other state and 
city governments considering laws that regulate algorithmic bias 
in the context of AI procurement and use by government entities.44 
In early 2018, for example, New York City enacted the first algo-
rithm accountability law—“A Local Law in relation to automated 
decision systems used by agencies” (Int. No. 1696-2017)—in the 
United States.45 In January 2019, Washington State introduced bills, 
S.B. 5527 and H.B. 1655, with GDPR-like prohibitions against algo-
rithmic discriminations, although likewise limited to government’s 
procurement and use.46 In February 2019, California introduced 
a bill, S.B. 444, where businesses that rely on AI for delivery of a 
product to a public entity would be required to make certain dis-
closures to the public entity regarding “the steps that it has taken 
to reduce the bias inherent in the artificial intelligence system.”47

Facial Recognition Technology

Commercial Facial Recognition Privacy Act

The Commercial Facial Recognition Privacy Act (S. 847) was 
introduced on March 14, 2019,48 to strengthen consumer protec-
tions and increase transparency, and in the words of one of the 
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sponsors, Senator Blunt, to make sure “that people are given the 
information and [] the control over how their data is shared” when 
it comes to facial recognition.49

If enacted, the bill would generally prohibit covered entities 
from using “facial recognition technology to collect facial recog-
nition data” of end users without providing notice and obtaining 
their consent.50 “Covered entities” is broadly defined and would 
include any non-governmental entity that “collects, stores, or pro-
cesses facial recognition data.”51 This definition would therefore 
seemingly include entities like app operators that collect facial 
data, businesses that use the technology on their premises, and 
outside vendors that process such data for the original data collec-
tors.52 Facial recognition data is tied to personal information (i.e., 
“unique personal identification of a specific individual”), but may 
also include pseudonymized information (i.e., where “a unique, 
persistent identifier” is assigned).53

Covered entities would also be prohibited from using the tech-
nology to discriminate against the consumers, from repurposing the 
facial data, or from sharing such data with third parties without 
obtaining further consent from the end users.54 The covered entities 
would also not be allowed to condition service of the technology 
on the consumer’s consent to waive privacy rights when the use of 
facial recognition technology is not necessary for that service.55 In 
an effort to provide more oversight, the bill also requires the cov-
ered entities to conduct meaningful human review before making 
any final decision based on the output of the technology if it can 
result in a reasonably foreseeable harm or be “highly offensive” 
to a reasonable end user.56 If the technology is made “available as 
an online service,” then the covered entity would additionally be 
required to make available an API to enable at least one third party 
to conduct reasonable independent tests for accuracy and bias.57

The bill, however, contains some notable exceptions. For 
example, the bill exempts “security applications” that use the 
technology for “loss prevention” or “to detect or prevent criminal 
activity.”58 The bill also exempts products or services “designed for 
personal file management or photo or video sorting or storage if 
the facial recognition technology is not used for unique personal 
identification of a specific individual,” involves “identification of 
public figures for journalistic media created for public interest,” 
“involves identification of public figures in copyrighted material,” 
or is used in an emergency.59
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The law would not preempt state laws, except to the extent such 
regulations are “inconsistent” with the provisions of the bill.60 If 
passed, the act would thus likely not preempt stricter state laws, 
such as Illinois’s Biometric Information Privacy Act (“BIPA”) or 
other state biometric information privacy laws in Texas and Wash-
ington.61 The bill does not provide for a private right of action, and 
would instead be enforced by the FTC or via civil suits brought by 
the affected state’s attorney general.62

This bill is worth monitoring as it makes its way through Con-
gress given that it is a bipartisan bill63 with a narrow scope that 
has received early conceptual support from several technology 
companies.64 Again, like the Algorithmic Accountability Act, the 
bill mirrors certain aspects of the GDPR, such as the differentiation 
between processors and controllers.65 Numerous commentators 
believe that this bill signals the types of impending laws on facial 
recognition technology. In fact, in 2019, lawmakers in at least 10 
states have introduced bills to ban or delay the use of facial recog-
nition technology by government agencies or businesses.66

Other Federal Bills on Facial Recognition Technology

Since the introduction of the Commercial Facial Recognition 
Privacy Act, Congress has seen an increasing number of bills on 
facial recognition technology. For example, H.R. 3875 was intro-
duced on July 22, 2019, to “prohibit Federal funding from being 
used for the purchase or use of facial recognition technology.”67

On July 25, 2019, the Facial, Analysis, Comparison, and Evalu-
ation (“FACE”) Protection Act of 2019 (H.R. 4021) was introduced 
to prohibit a federal agency from applying “facial recognition tech-
nology to any photo identification issued by a State or the Federal 
Government or any other photograph otherwise in the possession 
of a State or the Federal Government unless the agency has obtained 
a Federal court order determining that there is probable cause for 
the application of such technology.”68

On the same day, another bill on the No Biometric Barriers 
to Housing Act of 2019 (H.R. 4008) was introduced to “prohibit 
the use of biometric recognition technology in certain federally 
assisted dwelling units.”69 If enacted, it would also require the Sec-
retary of Housing and Urban Development (“HUD”) to submit a 
report describing “the impact of such technology on the residents 



26 The Journal of Robotics, Artificial Intelligence & Law [3:17

of such covered federally assisted rental dwelling units” and the 
potential impacts on vulnerable communities of additional usage 
of such technology in covered federally assisted rental dwelling 
units, including impacts on “resident privacy, civil rights, and fair 
housing,” among other required details.70 These trends may indicate 
the federal government’s increasing willingness to regulate the use 
of facial recognition technology.

State and City Regulation of Facial Recognition 
Technology

There has been a wave of state and local laws and bills on the 
procurement and use of facial recognition technology. For example, 
California introduced a bill, A.B. 1215, on February 21, 2019, which 
would prohibit law enforcement agencies and officials from using 
any “biometric surveillance system,” including facial recognition 
technology, in connection with an officer camera or data collected 
by the camera.71 On the same day, another bill, A.B. 1281, was 
introduced in California, which would require California businesses 
that use facial recognition technology to disclose such usage on a 
physical sign that is “clear and conspicuous at the entrance of every 
location that uses facial recognition technology.”72

Senate Bill 1385 was introduced in Massachusetts on January 22, 
2019, to establish a moratorium on the use of face recognition sys-
tems by state and local law enforcement, and Senate Bill 5687 was 
introduced in New York on May 13, 2019, to propose a temporary 
stop to the use of facial recognition technology in public schools.73 
Similarly, companion bills, S.B. 5528 and H.B. 1654, were intro-
duced in Washington in January 2019, concerning the procurement 
and use of facial recognition technology by government entities 
and privacy rights relating to facial recognition technology.74

As for cities, San Francisco and Oakland, California, and Somer-
ville, Massachusetts, passed ordinances this summer to ban the use 
of facial recognition software by the police and other government 
agencies.75

On a related note, there has also been a resurgence of biomet-
ric privacy bills being introduced in state legislatures. Although 
the Illinois Biometric Information Privacy Act and Texas’s law 
on the Capture or Use of Biometric Identifier have been around 
since 2008 and 2009,76 other states have recently started enact-
ing or introducing privacy laws on biometric identifiers, such as 
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Washington’s enactment of the bill on Biometric Identifiers in July 
2017,77 California’s enactment of the California Consumer Privacy 
Act (“CCPA”) in June 2018 (to become effective in January 2020),78 
and Massachusetts’s introduction of a bill, S. 120, on An Act relative 
to consumer data privacy in January 2019,79 among others.

The legislative trends on facial recognition technology and 
associated data, combined with the resurgence of biometric privacy 
laws, likely highlight the governments’ increasing attention to the 
use of biometric and facial data.

Transparency

California’s Bolstering Online Transparency Act

Moving on to laws directed to improving transparency, Cali-
fornia’s Bolstering Online Transparency (“B.O.T.”) Act (S.B. 1001) 
came into effect this July after being enacted last year.80 The law is 
the first of its kind,81 and it prohibits the use of “a bot to commu-
nicate or interact with another person in California online, with 
the intent to mislead the other person about its artificial identity” 
for commercial or political purposes.82 The law defines a “bot” as 
“an automated online account where all or substantially all of the 
actions or posts of that account are not the result of a person.”83

There is a safe harbor exemption, however, if the bot first 
discloses its identity in a “clear, conspicuous, and reasonably 
designed” manner.84 Further, the B.O.T. Act applies only to bot 
communications deployed via public-facing internet websites, web 
applications, and digital applications, including social networks or 
publications,85 and it expressly provides that no duty is imposed 
on “service providers of online platforms.”86 The statute does not 
specify the method of enforcement, but given that it is a part of 
California’s Unfair Competition Law, it would likely be enforced by 
the state attorney general via fines of up to $2,500 per violation.87

The bill also went through significant amendments, which, 
according to the Electronic Frontier Foundation (“EFF”), were the 
results of its involvement.88 The bill’s initial definition of a “bot,” 
for example, covered most or all bots, but was amended to focus 
on bots used for a commercial or political purpose, and the bill’s 
earlier requirement that platforms create a notice and takedown 
system for suspected bots was also removed as a result of the 
amendments.89
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California’s Anti-Eavesdropping Act

California’s Anti-Eavesdropping Act (A.B. 1395) recently passed 
the Assembly and is now pending in the State Senate.90 If enacted, 
it would prohibit manufacturers of smart speakers from installing 
devices “without prominently informing” the user.91 It would also 
prohibit any recording or transcription that “qualifies as personal 
information or is not deidentified” from being used for advertising 
purposes, shared or sold to third parties, or retained without the 
user’s affirmative consent.92 Under the bill, a manufacturer would 
“only be liable for functionality provided at the time of the original 
sale of a connected television or smart speaker device and shall 
not be liable for functionality provided by applications that the 
user chooses to use in the cloud or are downloaded and installed 
by a user.”93

Illinois’s Artificial Intelligence Video Interview Act

Illinois’s Artificial Intelligence Video Interview Act (H.B. 2557) 
was signed on August 9, 2019, and will become effective in January 
2020.94 It governs an employer’s ability to use AI analysis on video 
interviews by requiring the employer to: 

 (1) Notify each applicant before the interview that AI may 
be used to analyze the video interview;

 (2) Provide the applicant with information on how the AI 
works; and

 (3) Obtain consent from the applicant to be evaluated by 
the AI program before the interview.95 

The Act also limits sharing of the videos—only “with persons 
whose expertise or technology is necessary in order to evaluate 
an applicant’s fitness for a position”—and requires deletion of an 
applicant’s interview(s) within 30 days after receipt of any request 
from the applicant.96 The Act does not include provisions on a 
private right of action.97

The Act is significant in that it is the first U.S. law to specifically 
regulate artificial intelligence as an evaluation tool on applicant 
videos.98
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Other Federal Bills on AI

There are several other pending federal bills on AI, the earliest 
being S. 2217 and H.R. 4625 on the FUTURE of Artificial Intel-
ligence Act of 2017, introduced on December 12, 2017.99 Although 
never passed, it would have required the Department of Commerce 
to establish a new committee to advise on topics related to the 
development and implementation of AI.100

Further, H.R. 2202 on the Growing Artificial Intelligence 
Through Research (“GrAITR”) Act, introduced on April 10, 2019, 
and S. 1558 on the Artificial Intelligence Initiative Act (“AI-IA”), 
introduced on May 21, 2019, are primarily directed to establishing 
a coordinated federal initiative to accelerate research and develop-
ment on AI.101 Several components of the proposed initiative are 
directed to eliminating AI bias. For example, the bills provide that 
the president shall establish a National AI Research and Develop-
ment Initiative, where the responsibilities would include strength-
ening research and development with respect to AI by “identifying 
and minimizing inappropriate bias in data sets algorithms, and 
other aspects of artificial intelligence.”102 The bills also seek to 
“establish and implement a research and education program on” AI 
and AI engineering, where the program would need to “continue to 
support interdisciplinary research” on “algorithm accountability,” 
“minimization of inappropriate bias in training data sets or algo-
rithmic feature selection,” and “societal and ethical implications” 
of AI, among other things.103

Related bills, H.R. 2575 and S. 1363, on the AI in Government 
Act were re-introduced on May 8, 2019, and are generally directed 
to establishing an AI Center of Excellence.104 The Act also discusses 
AI bias in some detail—for example, responsibilities of the AI 
Center of Excellence would include studying “economic, policy, 
legal, and ethical challenges and implications related to the use of 
artificial intelligence by the Federal Government” and establishing 
“best practices for identifying, assessing, and mitigating any bias 
on the basis of any classification protected under Federal non-
discrimination laws or other negative unintended consequence 
stemming from the use of artificial intelligence systems.”105

Many believe that these federal bills reflect the government’s 
heightened awareness of the risks associated with AI bias.
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Practical Considerations for Businesses and 
In-House Counsel

Internal Governance Structures and Measures

It would be helpful for businesses to establish and continu-
ally improve on its internal governance structures and measures 
to promote robust oversight of AI.106 Having such infrastructure 
reflect the key principles highlighted in the various regulatory 
instruments, such as transparency, fairness (no bias/discrimina-
tion), human oversight, accountability, and safety, among other 
things, will likely facilitate consistency and compliance with future 
laws on AI.

For their internal governance structures, businesses may con-
sider establishing clear roles and responsibilities for the ethical 
deployment of AI and having sound risk management and internal 
controls.107 Such governance structures may also benefit from care-
ful consideration of the “susceptibility of data” and assessment of 
whether using such data would promote fairness for the consum-
ers.108 Further, from a broader organizational perspective, helping 
develop and establish diverse, multidisciplinary teams to build and 
oversee such internal measures can provide an additional layer of 
protection against potential biases that can permeate algorithms 
and datasets.109

It would also be useful to provide sufficient training on the 
various risks of AI and its underlying technologies, such as the 
risks of inherent algorithmic bias or of discrimination stemming 
from the use of facial recognition technology. Such training should 
be provided not just for the legal or policy members, but also to 
the engineers, coders, and product managers that are engaged in 
AI development and data processing, so as to promote the culture 
of fair and unbiased AI. Well-documented training processes 
and internal guidelines can also provide more transparency to 
regulators.

External Resources

In addition to employing any internally developed measures, 
strategically considered use of effective external resources may help 
safeguard against some of the risks that can arise from the use of 
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AI, as well as bring objectivity and transparency to the businesses’ 
AI deployment.

When it comes to algorithmic bias, for example, businesses can 
consider employing AI tools that generate metrics for evaluating 
whether there are unintended biases in algorithmic models. They 
can also consider using external open source AI frameworks, such 
as IBM’s AI Fairness 360, which implements bias metrics and miti-
gation algorithms,110 or employing DARPA’s Explainable Artificial 
Intelligence (“XAI”) program that provides a toolkit library for 
developing future explainable AI systems.111 To minimize poten-
tial discrimination from the use of facial recognition technology, 
businesses can consider using third-party data repositories, such as 
Canadian Institute for Advanced Research’s CIFAR-10, that contain 
images commonly used to train machine learning and computer 
vision algorithms.112

It is also important for organizations to ensure data quality 
in the form of “the accuracy of the dataset,” “completeness of the 
dataset,” “veracity of the dataset,” “relevance of the dataset and the 
context for data collection,” and integrity of the dataset, among 
other factors.113 It is also advisable to consider using different 
datasets for “training, testing, and validation” of an AI model and 
to periodically review and update the pertinent datasets.114

Keeping up with guidelines and best practices being developed 
by governments, international and non-profit organizations, and 
private entities can also help inform businesses on implement-
ing their own governance structures and measures. For example, 
Canada’s Algorithmic Impact Assessment questionnaire or AI 
Now Institute’s Algorithmic Accountability Policy Toolkit, which 
are designed to help assess and mitigate the risks associated with 
automated decision systems, may be useful resources.115 The Part-
nership on AI to Benefit People and Society, which was established 
to study and formulate best practices on AI technologies, among 
other things, may provide useful resources for businesses as well.116

Such practices may also help satisfy the Algorithmic Account-
ability Act’s and the New Jersey Algorithmic Accountability Act’s 
respective provisions requiring that impact assessments evaluate 
the relative benefits and costs of the system in light of its purpose, 
where relevant factors include “data minimization practices.”117 
Establishing best practices involving the use of such external tools 
and datasets can also help satisfy the New Jersey Algorithmic 
Accountability Act’s requirement that covered entities provide “a 
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detailed description of the best practices used to minimize the risk 
of the automated decision system” that impacts “accuracy, fairness, 
bias, discrimination, privacy, and security,” among other things.118

Technical Standards

Using certain AI technical standards as benchmarks and stay-
ing up-to-date on their development can help inform businesses 
on the direction of AI development and safeguard them against 
future laws. For instance, the ISO (International Organization 
for Standardization) and the IEC (International Electrotechnical 
Commission) are developing numerous standards on Artificial 
Intelligence, including standards on “Overview of trustworthiness 
in Artificial Intelligence.”119 IEEE is also developing AI standards 
under its P7000 series, such as P7001 on “Transparency of Autono-
mous Systems” and P7010 on “Wellbeing Metrics Standard for 
Ethical Artificial Intelligence and Autonomous Systems,” which 
could be helpful for businesses to consider when striving to design 
trustworthy and transparent AI systems.120

For laws on algorithmic accountability (against bias), such as 
the Algorithmic Accountability Act, reviewing ISO/IEC’s tech-
nical standard being developed on “Bias in AI systems and AI 
aided decision making” and IEEE’s P7003 on “Algorithmic Bias 
Considerations” could be informative.121 For laws on facial recog-
nition technology, it could be useful to stay up-to-date on ISO’s 
standard, JTC 1 SC 37, on Biometrics and IEEE’s P7013 on “Inclu-
sion and Application Standards for Automated Facial Analysis 
Technology.”122 For laws directed to promoting transparency, such 
as California’s B.O.T. Act, some of the relevant technical standards 
that are being developed include IEEE’s P7008, which governs 
ethically driven methodologies for autonomous systems that make 
overt or hidden suggestions or manipulations for influencing the 
behavior or emotions of a user.123

Evaluation & Audit Systems

Implementing an evaluation or audit system for regularly check-
ing the input data and the generated results, then having appropri-
ate feedback channels for further improvements, can provide more 
transparency and oversight, while reducing some of AI’s inherent 
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risks.124 Organizations can also consider periodically conducting 
risk impact assessments in order to “continually identify and review 
risks relevant to their technology solutions, mitigate those risks, 
and maintain a response plan should mitigation fail.”125 This would 
also likely assist the businesses in satisfying the provisions of the 
algorithmic accountability laws that require covered entities to 
conduct impact assessments on their automated decision systems. 
And having third-party algorithm audits can provide even a greater 
level of transparency and explainability to the public and regulators.

To the extent feasible, providing general information on whether 
and how an AI product is used by the organization can inspire trust 
and transparency, which may help comply with legislations focused 
on transparency, as well as contribute to building greater confidence 
in and acceptance by the end users of the AI products.126

Notes
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at the World Economic Forum’s Centre for the Fourth Industrial Revolution, 
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