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 February 8, 2024 

Artificial Intelligence Review and Outlook – 2024 

2023 was a transformative year for the legal, regulatory, and policy landscape around artificial 
intelligence (“AI”). Public debate as well as commercial and public sector deployment of AI 
capabilities hit a fever pitch, though many of the legal frameworks that hit major milestones in 
2023 predate the generative AI phenomenon. 

The European Union’s (“EU”) AI Act overcame near derailment by the emergence of foundation 
models (so-called “general purpose AI”) and now approaches the finish line, on track for 2024 to 
become the first comprehensive AI law on the books, directly regulating AI systems based on 
inherent risk, with sweeping consequences far beyond EU borders. 

For now, the U.S. continues to rely on a largely sectoral, self-regulatory approach to AI.  While 
efforts to develop a federal framework fell short, the landscape remained dynamic: a sweeping 
White House executive order, private sector commitments around cutting-edge frontier models, 
regulatory guidance and emergent best practices grounded in the National Institute of 
Standards and Technology (“NIST”) AI Risk Management Framework 1.0, and statements by 
agencies including the Federal Trade Commission (“FTC”), Department of Justice (“DOJ”), 
Equal Employment Opportunity Commission (“EEOC”), Securities and Exchange Commission 
(“SEC”), and Consumer Financial Protection Bureau (“CFPB”), as well as ongoing efforts by the 
Senate to develop AI legislative frameworks.  At the federal and state level, legislative and 
regulatory focus sharpened on the allegedly improper use of protected data (for example, 
personal or copyrighted data) to develop models and improve products and services. 

2024 promises more of the same.  In a year where half the world’s population is slated to cast a 
ballot in an election, and as AI increasingly establishes itself as a topic with certain but unclear 
geopolitical import, governments will continue to experiment in deploying different regulatory 
models to governed foundation models and other types of AI deployments in an effort to achieve 
political, societal, and geopolitical goals.  These developments will occur in parallel with 
emergent and evolving societal norms around the use and acceptance of AI, and broader 
understandings about potential risks. 

This will take place across legal domains.  For example, competition authorities around the 
world have already signaled increasing scrutiny of the market impacts of leading companies in 
the AI space.  In the EU, the AI Act will require virtually all companies using AI in their products, 
services and supply chains on the EU market to assess their risk profile and potential liability 
under the new framework.  Similar comprehensive AI laws and governance tools continue to be 
proposed and debated elsewhere around the world.  In the U.S., the FTC, California’s Privacy 
Protection Agency (“CPPA”), and other federal and state regulators are poised to continue their 
efforts to establish themselves as key agencies in this fast-evolving space.  We also expect to 
see new AI-related state legislation and a regulatory enforcement focus on data governance 
and usage in high-risk spaces, such as employment, insurance, and healthcare, and a 
reimagined intellectual property legal landscape thanks to guidance from the U.S. Copyright 
Office and court rulings in pending high-profile federal lawsuits. 
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Our AI Review and Outlook - 2024 focuses on these legal and regulatory developments and 
also examines other notable policy updates in the U.S. and the EU, with an eye toward the key 
issues and developments to watch in 2024.  Key developments include: 

• Forward progress with the EU’s AI Act, which will broadly regulate AI systems based on 
inherent risk and impose specific requirements on foundation models. 

• The long-awaited release of the White House AI Executive Order, which imposes 
affirmative reporting requirements on foundation model developers and aims to create 
new AI standards and guidelines across federal agencies. 

• The FTC’s continued enforcement focus and resolution streamlining the agency’s 
ability to issue civil investigative demands (CIDs) in investigations relating to AI. 

• IP-related litigation and policy developments with respect to protections for AI-generated 
works and copyright infringement in connection with generative AI tools. 

• The array of regulatory and legislative developments centered around the intersection of 
AI and employment law. 
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I. EU POLICY & REGULATORY DEVELOPMENTS 

A. EU AI Act 

In late 2023, the EU reached a long-awaited milestone in comprehensive AI 
regulation.  After almost 6 months of trilogue negotiations, the European Commission, 
the Council and the Parliament reached a political agreement on the provisional rules 
that will comprise the first global AI regulation - the EU AI Act - on December 8, 2023.[1] 

The provisional agreement on the EU AI Act will: 

• Establish a broad and extraterritorial scope of application, 

• Prohibit certain uses of AI entirely, and 
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• Define a broad range of other uses as “high-risk” and subject to stringent requirements. 

A number of procedural steps remain before the AI Act can be finalized; however, the staggered 
(and relatively rapid) planned enforcement of certain provisions bears note.  Provisions related 
to prohibited AI systems are set to become enforceable six months after the Act is finalized; and 
provisions related to so-called General Purpose AI (“GPAI”) become enforceable 12 months 
after this date.  The rest of the AI Act is expected to become enforceable in 2026. 

The “long arm” of the AI Act will impact a broad range of businesses—including, but not limited 
to, those that intend to provide or deploy AI systems within the EU.[2]  The distinct posture of 
the AI Act, based in part on fundamental and human rights jurisprudence, requires companies to 
think differently when preparing compliance strategies, including: 

• Proactive engagement with novel regulatory measures, such as a fundamental rights 
impact assessment for certain AI systems, and 

• Reimagining and documenting strategic decision-making related to internal governance 
and compliance in the face of unpredictable and uncertain go-forward risks. 

A draft of the final text was released on January 21, 2024, but the provisional agreement must 
now be formally approved by the EU Member States and the European Parliament.  For more 
details into related developments, please see our previous alerts analyzing the European 
Commission’s 2021 proposal on the AI Act, the European Council’s common position in 
December 2022, the European Parliament’s negotiating position in June 2023), and the political 
agreement reached on December 8, 2023. 

B. AI Liability Directive & Product Liability Directive 

In September 2023, the AI Liability Directive (“AILD”) and the Product Liability Directive 
(“PLD”) were introduced as part of a comprehensive package to facilitate the responsible 
deployment of artificial intelligence in Europe.[3] 

The AILD focuses on fault-based liability under national regimes for damages caused by 
specific AI systems, establishing standardized rules for information access and burden of 
proof.  Simultaneously, the PLD, updated in a political agreement in December 2023, broadens 
no-fault liability for defective products to encompass digital entities such as software, including 
those powered by AI.  The legislation, poised for formal approval, is set to govern products 
entering the market 24 months post-directive enforcement.  Notably, it introduces provisions for 
compensating a range of losses, including data corruption, and outlines conditions for 
presuming product defectiveness in specific scenarios. 

C. EDPS Opinions on AILD and PLD 

In October 2023, the European Data Protection Supervisor (“EDPS”) issued “Opinion 
42/2023 on the Proposals for two Directives on AI liability rules.”[4] 

Key points include the EDPS’ emphasis on extending liability rules to AI systems used by EU 
institutions, advocating for broad procedural safeguards, suggesting comprehensive and 
understandable disclosure of information, and recommending a reconsideration of additional 

https://www.gibsondunn.com/artificial-intelligence-and-automated-systems-legal-update-1q21/#_EC_Publishes_Draft
https://www.gibsondunn.com/artificial-intelligence-and-automated-systems-legal-update-1q21/#_EC_Publishes_Draft
https://www.gibsondunn.com/artificial-intelligence-and-automated-systems-2022-legal-review/
https://www.gibsondunn.com/european-parliament-adopts-its-negotiating-position-on-the-eu-ai-act/
https://www.gibsondunn.com/eu-agrees-on-a-path-forward-for-the-ai-act/
https://www.gibsondunn.com/eu-agrees-on-a-path-forward-for-the-ai-act/
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measures for consumers to prove fault or causality.  The EDPS also proposed explicitly stating 
that the AILD does not prejudice Union data protection law and suggested shortening the review 
period for AILD to expedite assessing compensation effectiveness. 

II. U.S. LEGISLATIVE, REGULATORY & POLICY DEVELOPMENTS 

A. White House AI Executive Order 

On November 1, 2023, the Biden Administration released its long-awaited Executive 
Order on AI (“EO”).[5] 

The goals and overarching themes of the EO are to: 

• Ensure the safety and security of AI by developing standardized metrics to assess AI 
safety, evaluating the safety of new AI systems, and clearly identifying AI-generated 
content; 

• Promote the responsible innovation of new AI technologies by investing in AI-related 
training and R&D and managing forthcoming AI-related IP issues; 

• Ensure that American workers are not negatively affected by developments in AI; 

• Protect civil rights by preventing and mitigating the use of AI to discriminate; 

• Ensure that AI developments do not undermine existing laws and corporate obligations; 

• Protect privacy and civil liberties, such as ensuring that private data is retained and used 
with consent, and preventing AI technologies from chilling First Amendment rights; 

• Manage the risks arising from the federal government’s own use of AI, including by 
training relevant public servants in AI-related issues; and 

• Ensure that the federal government leads the way in the development and management 
of AI technologies. 

Although the EO attempts to address a variety of pressing AI-related issues, it is largely focused 
on directing federal agencies to develop guidance on the use of AI; the creation of new 
standards, including for labeling AI-generated content and ensuring the safety and security of 
critical infrastructure; safety testing models; and detecting AI-generated content and 
authenticating AI-related content.  The EO’s focus on privacy includes developing guidelines for 
federal agencies to evaluate the effectiveness of privacy-preserving techniques. 

Select notable requirements created by the EO include: (1) affirmative reporting requirements 
for AI companies developing or intending to develop foundation models; (2) the creation of new 
standards, including for labeling AI-generated content, and for ensuring the safety and security 
of critical infrastructure; and (3) the creation of a cybersecurity program that develops AI tools to 
find and fix vulnerabilities in critical software. 
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As relevant to the private sector, the EO contains three specific requirements.  First, it purports 
to require that developers of high-capability foundation models report and provide information to 
the federal government, as discussed below.  Second, it imposes separate reporting 
requirements for companies that acquire, possess, or develop “potential” large-scale computing 
clusters, including disclosing the existence and location of these clusters and their 
power.  Third, the EO requires the Secretary of Commerce to propose new regulations that 
require U.S. cloud service providers to notify the government if non-U.S. individuals or entities 
who use their services start training large AI models that could be used for malicious purposes. 

1. Reporting Requirements for High Capability Foundation Models 

Section 4.2(a) seeks to impose affirmative reporting requirements for companies that (1) 
develop or have the intent to develop “foundation models,” or (2) “acquire, develop or possess” 
large compute clusters. 

The EO requires developers of large, high-capability foundation models to provide information to 
the federal government about (1) model safety and training, (2) steps taken to protect model 
weights, and, perhaps most concerning, (3) the results of all red-team safety testing.  This 
requirement is written to apply broadly to a range of foundation models that are considered 
“dual use.”  Importantly, this covers not only models that “exhibit a high level of performance at 
tasks that pose a serious risk to security, national economic security, national public health or 
safety,” or any combination of the above, but also models that “could be easily modified” to do 
so, even if they include technical safeguards that attempt to prevent users from using such 
“unsafe capabilities.”  Accordingly, a company that has the intent to develop a foundation model 
that could be modified (including by a third party) to exhibit such risks is subject to this 
registration requirement. 

As such, companies appear required to assess model risk and report accordingly.  The EO does 
not clearly define who would determine that a foundation model presents such “serious risks” or 
how such a determination would be made.  It would require companies to make this 
determination on their own, and provide examples including models that: make weapons of 
mass destruction accessible; enable “powerful” cyber-offensive operations against a range of 
targets; or allow an AI model to evade human control or oversight (including through 
“deception”). 

Simultaneously, Section 4.2(b) would appear to independently establish a temporary registration 
requirement for models trained on a certain quantity of computing power.  The Secretary of 
Commerce (in consultation with other executive agencies) is directed to establish “technical 
conditions” for models “that would be subject” to these reporting requirements.  The import of 
these “technical conditions” and their relationship to a determination of “serious risk” and 
attendant reporting obligations remains to be seen. 

2. OMB Implementing Guidance 

On November 1, 2023, the Office of Management and Budget (“OMB”) published a draft 
memorandum to assist in implementing the EO.[6]  The guidance in the memorandum is 
primarily focused on operationalizing standards for federal government actors, but holds 
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predictive value for companies contracting with government agencies and may be instructive as 
to what future federal regulation may hold for the private sector.[7] 

The key proposed policies would: institute government-wide “minimum practices” to be 
employed with regards to any “rights-impacting” or “safety-impacting” AI; require agency-specific 
AI strategies, which would include planning for data sharing, workforce training, and 
cybersecurity measures; and instruct agencies to designate a Chief AI Officer to oversee all AI 
use within each agency.[8] OMB is expected to publish the final guidance document in 2024.[9] 

3. Next Steps 

The U.S. Department of Commerce (“Commerce”), NIST, the Bureau of Industry and Security 
(“BIS”), the National Telecommunications and Information Administration (“NTIA”), and the U.S. 
Patent and Trademark Office (“USPTO”) will play a key role in implementing the 
EO.  Commerce has been given 90 days to establish the reporting requirements.[10]  On 
December 19, 2023, NIST released an RFI seeking public comment to support its response to 
the EO and develop guidelines for evaluation and red-teaming as well as consensus-based 
standards.[11]  Responses were due Friday, February 2, 2024, and NIST anticipates publishing 
draft guidelines for public comment in due course. 

B. Voluntary Commitments for Frontier AI Models 

On July 21, 2023, the White House announced that several major technology companies 
had made voluntary commitments to ensure the safe development of frontier AI systems.  

Among the commitments are efforts to develop markings on AI-generated content that can allow 
users to understand that the content derives from an AI system, to internally and externally red-
team generative AI systems’ safety, and to prioritize research on how AI models can protect 
privacy and safeguard against potential bias and discrimination.[12] In the following months, 
additional companies signed on to the White House’s voluntary commitments as well.[13] 

C. NIST’s Focus on AI 

On January 26, 2023, NIST released the first version of its Artificial Intelligence Risk 
Management Framework (“AI RMF”).[14] 

The AI RMF is designed to assist organizations in mapping out and assessing AI risks and 
“trustworthiness” in the development and use of AI products, systems and services.  The AI 
RMF follows direction from Congress for NIST to develop the framework, and was produced in 
close collaboration with the private and public sectors.  It is intended to provide practical 
guideposts that are adaptable to the rapidly evolving AI landscape, and outlines core 
fundamental functions that organizations should consider when developing trustworthy AI 
systems, including governance, risk assessments, and risk management.  NIST also 
established the Trustworthy & Responsible AI Resource Center that will serve as a repository 
for current guidance on AI that can assist companies and organizations in institutionalizing the 
AI RMF.  For more details on NIST’s AI RMF, see our alert, NIST Releases First Version of AI 
Risk Management Framework. 

https://www.gibsondunn.com/nist-releases-first-version-of-ai-risk-management-framework/
https://www.gibsondunn.com/nist-releases-first-version-of-ai-risk-management-framework/
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On March 8, 2023, NIST released a draft report that defines certain key terminology and creates 
a taxonomy of attacks and mitigation techniques relating to adversarial machine learning 
(“ML”).[15]  The report aims to inform standards and future practice guides for assessing and 
managing the security of AI systems by establishing a common language for the rapidly 
developing adversarial ML landscape.  Specifically, the report outlined three categories of 
attacks: evasions (where adversary generates adversarial examples), data and model poisoning 
(where attacks occur during the training of a machine learning algorithm to introduce integrity 
violations), and data and model privacy (where attacks seek to reconstruct training data or infer 
datasets).  In June 2023, NIST also announced the creation of a Public Working Group on 
Generative AI, which is intended to build upon the AI RMF and address developments in the AI 
sector.[16]  On December 21, 2023, NIST issued a Request for Information (“RFI”), relating to 
its assignments under the White House’s AI Executive Order.[17]  The RFI spans a range of 
broad categories, including red-teaming exercises, benchmarking, and watermarking. 

D. U.S. Congressional Actions 

Members of the U.S. Congress demonstrated a keen interest in AI in 2023, including by 
holding AI-related hearings, meeting with key stakeholders, and introducing various bills 
to regulate AI.  However, these efforts were largely fragmented and the proposals are 
unlikely to result in passage and enactment.[18] 

Throughout 2023, both the House and Senate held hearings on a range of topics relating to AI, 
including AI regulation, potential risks with IP and misinformation, and national security 
considerations.  In April of 2023, Senate Majority Leader Chuck Schumer (D-NY) spearheaded 
a bipartisan effort to develop a comprehensive AI policy framework that “outlines a new 
regulatory regime” and implements “robust” oversight efforts.  This theoretical framework 
focused on the following four proposed guardrails:  (i) identification of who trained the algorithm 
and who its intended audience is; (ii) disclosure of its data source; (iii) an explanation for how it 
arrives at its responses; and (iv) transparent and strong ethical boundaries.[19]  When Senator 
Schumer spoke at the Center for Strategic and International Studies in June 2023, he referred 
to the framework as the “SAFE Innovation Framework.”[20] 

Although proposals made little progress, a few themes have emerged. 

• Requiring disclosure of or developing the means to label AI products as distinct 
from human-originated work. For example, Representative Ritchie Torres (D-NY) 
introduced the AI Disclosure Act of 2023, which would require any “output” created by 
generative AI to include a disclaimer stating that the output was generated by AI as 
follows: “DISCLAIMER: this output has been generated by artificial intelligence.”[21]  It 
would apply to videos, photos, text, audio, or “any other AI generated material.”  The bill 
does not offer any guidance regarding how to determine when an output counts as “AI-
generated,” what types of models or tools are covered, or whether the bill is directed at 
any or all of the following: users, deployers, or developers of generative AI systems. 

• Regulating foundation models. On December 22, Representatives Anna Eshoo (D-
CA) and Don Beyer (D-VA) introduced the AI Foundation Model Transparency Act, a bill 
aimed at empowering the FTC “to set standards for what information high-impact 
foundation models must provide to the FTC and what information they must make 
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available to the public.”[22] Under the bill, the FTC would be directed to “promulgate 
regulations that establish standards specifying information to improve the transparency 
of foundation models by covered entities with respect to training data, model 
documentation, data collection in inference, and operations of foundation 
models.”  Failure to adhere to the regulations would constitute an unfair or deceptive act 
or practice under the FTC Act. 

Additional proposals included bills intended to: restrict Section 230 immunity for civil claims 
premised on generative AI,[23][24] prohibit the distribution of materially deceptive AI-generated 
audio, images, or video relating to federal candidates in political ads,[25] and restrict the use of 
the “name[s], image[s] and likeness[es] (NIL)” of artists.[26] 

Given the blistering pace of technological development and fast-moving regulatory landscape 
on the matter of AI, it remains to be seen whether Congress will be successful in passing 
comprehensive AI legislation in this legislative session.  As Justice Kagan noted recently during 
oral argument, “Congress can hardly see a week in the future with respect to this subject, let 
alone a year or a decade in the future.”[27] 

E. Joint Agency Statement on Bias and Discrimination 

On April 25, 2023, officials from the DOJ, FTC, CFPB, and EEOC issued a joint statement 
stating the agencies would “vigorously use [their] collective authorities to protect 
individuals’ rights regardless of whether legal violations occur through traditional means 
or advanced technologies.”[28] 

While the joint statement is nonbinding, it highlights the following three areas of AI as potential 
sources of discrimination in automated systems that may result in enforcement from these 
agencies: 

• Data and Datasets. Where AI is applied to “unrepresentative or imbalanced datasets, 
datasets that incorporate historical bias, [] datasets that contain other types of errors,” 
and data correlated with “protected classes,” an AI tool’s use may lead to unfair or 
discriminatory outcomes. 

• Model Opacity and Access. Where automated systems are “black boxes” that lack 
transparency and are not understood or clear to even the developer of the tool itself (let 
alone the general public), the use of that system can make it more difficult to know if an 
automated system is fair. 

• Design and Use. Where AI tools are designed without context for the ultimate uses of 
the tool, the tool may rely on flawed assumptions about “users, relevant context, or the 
underlying practices or procedures” the tool seeks to augment or replace. 

F. FTC Enforcement and Policy 

In 2023, the FTC doubled down on its focus on AI through an array of blogs, policy 
statements, and enforcement actions, starting the year with the launch of its Office of 
Technology to bolster in-house technical expertise and capacity, signaling its 
commitment to enforcing consumer protection laws in the high-tech space.[29] 
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Underlining this ambition, on November 21, 2023, the FTC approved a significant resolution 
streamlining FTC Staff’s ability to issue civil investigative demands (CIDs) in investigations 
relating to AI.[30]  In announcing the resolution, the FTC defined AI broadly to include (but not 
be limited to) “machine-based systems that can, for a set of defined objectives, make 
predictions, recommendations, or decisions influencing real or virtual environments.”  The 
announcement further stated that generative AI “can be used to generate synthetic content 
including images, videos, audio, text, and other digital content that appear to be created by 
humans.”  The resolution will be in place for 10 years and will likely facilitate the FTC in 
launching AI-related investigations. 

1. FTC’s Policy Statements, Blog Posts, and Guidance  

In May 2023, the FTC issued a policy statement[31] and accompanying press release,[32] 
warning about misuses of biometric information and the potential harm to consumers. 

The statement asserted that the FTC “is committed to combating unfair or deceptive acts related 
to the collection and use of consumers’ biometric information and the marketing and use of 
biometric information technologies.”  The FTC emphasized that it will scrutinize statements 
about the collection and use of biometric information and warned that companies should not 
make false statements about the extent of their collection or use of biometric information, 
underscoring that “[b]usinesses also must ensure that they are not telling half-truths—for 
example, a business should not make an affirmative statement about some purposes for which 
it will use biometric information but fail to disclose other material uses of the information.”  The 
statement recommends that companies continuously monitor compliance with Section 5 of the 
FTC Act and have a system for receiving and addressing consumer complaints and disputes 
related to biometric information.[33] 

In late June 2023, the FTC published a blog post about generative AI and its impact on 
competition, expressing concern that a small number of companies could control the 
essential “building blocks” of generative AI—data, talent, and computational resources–
and thus stifle competition.[34] 

Specifically, the FTC took the view that the volume and quality of data needed to train a 
generative AI model may lock out new players in the market who do not have access to large 
quantities of end-user data.  Further, the FTC noted that the minimum resources needed to fully 
train a model can pose a prohibitive cost of entry, potentially leading to a market where entrants 
must use pre-trained models that are controlled by a small number of incumbents.  As a result, 
the FTC asserted that it will use its “full range of tools to identify and address unfair methods of 
competition.”[35] 

On May 1, 2023, the FTC published a blog post focusing on the use of generative AI in 
advertising and the ways in which it could “steer people unfairly or deceptively into 
harmful decisions.”[36] 

The FTC’s concern arises from so-called “unearned human trust,” which is the tendency to trust 
the output from machines (i.e., “automation bias”) and the ability of AI to mimic human 
interaction.  The blog post reiterated that, in the FTC’s view, advertisements should always be 
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clearly labeled as such, and noted that outputs of any generative AI “influenced by a commercial 
relationship” should be disclosed. 

2. FTC Issues Order Prohibiting Use of Facial Recognition System 

On December 19, 2023, the FTC announced a complaint and proposed stipulated order 
(“Order”) against a retail company in connection with the company’s alleged unfair use 
of facial recognition technology.[37]  

Notably, the Order prohibits the company from using any facial recognition system for five years 
and requires that the company and its third-party vendors delete any images collected from 
facial recognition systems as well as any algorithms or products derived from such images and 
photos. 

In his accompanying statement, Commissioner Bedoya noted that the settlement “offers a 
strong baseline for what an algorithmic fairness program should look like” beyond the use of 
facial recognition and offered two additional comments that suggest the FTC continues to be 
focused on enforcement in relation to AI tools used for automated decision-making in particular 
(emphases added): 

• “Beyond giving people notice, industry should carefully consider how and when 
people can be enrolled in an automated decision-making system, particularly when 
that system can substantially injure them.” 

• “… [N]o one should walk away from this settlement thinking that this Commission 
affirmatively supports the use of biometric surveillance in commercial settings […] there 
is a powerful policy argument that there are some decisions that should not be 
automated at all; many technologies should never be deployed in the first place.”[38] 

G. SEC 

Demonstrating a continued focus on the use of AI in the financial sector, the Securities 
and Exchange Commission (“SEC”) sent RFIs to several investment advisers relating to 
AI-related topics, including marketing documents, algorithmic models used to manage 
client portfolios, third-party providers, and compliance training.[39] 

The use of AI technologies to optimize, forecast, or direct investment-related behaviors or 
outcomes has accelerated, which has, in turn, increased market access, efficiency, and returns 
for investors.  In a series of statements, SEC Chair Gary Gensler has warned about potential 
harms that could emerge from the financial industry’s growing adoption of AI, from inadvertent 
bias and conflicts of interest to a risk of financial instability. 

In July 2023, the SEC proposed rules regarding the use of data analytics, including AI, which 
would require firms to neutralize any conflicts in which AI put the firm’s interests above a 
client’s.  The proposed rules would require a firm to evaluate and determine whether its use of 
certain technologies in investor interactions involves a conflict of interest that results in the firm’s 
interests being placed ahead of investors.[40]  Firms would then be required to neutralize the 
effect of any such conflicts and would be permitted to employ tools that they believe would 
address these risks specific to the technology they use.  Lastly, the rules would require a firm to 
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maintain written policies and procedures designed to achieve compliance with the proposed 
rules and to make and keep related books and records. 

H. CFPB 

The CFPB significantly increased its focus on AI and automated decision-making tools in 
2023, issuing public statements and new guidance as well as proposing new rules 
focused on creditors and lenders. 

On June 1, 2023, the CFPB proposed a rule that would govern the use of so-called “automated 
valuation models” used by mortgage originators and secondary market issuers to determine the 
value of a home.[41]  The rule would require institutions to take certain steps to minimize 
inaccuracy and bias, including by “adopt[ing] and maintain[ing] policies, practices, procedures, 
and control systems to ensure that automated valuation models . . . adhere to quality and 
control standards.”[42]  These standards should ensure a high level of confidence in the 
valuation, protect against data manipulation, avoid conflicts of interest, require random testing of 
the models, and comply with applicable nondiscrimination law.  The CFPB also released an 
issue spotlight in June 2023, which focused on the potential risks associated with the use of 
chatbots by financial institutions, including diminished customer service, running afoul of federal 
consumer financial protection laws, and causing harm to consumers.[43] 

In addition to the proposed rule, the CFPB also issued a Consumer Protection Circular in 
September 2023, titled “Adverse Action Notification Requirements and the Proper Use of the 
CFPB’s Sample Forms Provided in Regulation B,” which contained guidance aimed at ensuring 
transparency for consumers who receive an adverse decision on an application for 
credit.[44]  The guidance emphasizes that creditors must provide accurate and specific reasons 
for adverse decisions made by complex algorithms, a requirement that is not automatically 
satisfied by the use of a sample adverse action checklist. 

I. HHS 

On December 13, 2023, the U.S. Department for Health and Human Services (“HHS”) 
issued its first rule regarding the use of AI in healthcare.  

Titled “Health Data, Technology, and Interoperability: Certification Program Updates, Algorithm 
Transparency, and Information Sharing” (“HTI-1”), and issued through the Office of the National 
Coordinator for Health Information Technology (“ONC”), the final version of the rule followed a 
comprehensive, months-long rulemaking process.[45] 

HTI-1 revises the previous certification criterion to require that health IT offerings facilitate the 
use of predictive models and algorithms in healthcare decision-making, and inform users about 
the use of predictive models and algorithms.[46]  The rule broadly defines predictive models and 
algorithms in healthcare as “technology that supports decision-making based on algorithms or 
models that derive relationships from training data and then produce an output that results in 
prediction, classification, recommendation, evaluation, or analysis.”[47]  ONC specifically 
includes large language models and other models generally relying on training data in a list of 
exemplar technologies that would likely meet the Rule’s definition of predictive technology.[48] 
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To be certified, predictive intervention technologies must support a baseline set of “source 
attributes,” or categories of technical performance and quality information, including the 
intervention’s purpose, potential out-of-scope uses, development, external validation history, 
quantitative measures of performance, and any maintenance requirements.[49]  Developers 
seeking certification of predictive health IT products must also ensure the source attribute 
information their predictive technology draws on is complete and up-to-date, and adopt and 
maintain certain intervention risk management practices.[50]  Additionally, HTI-1 also identifies 
additional requirements for maintaining certification under the Program.[51]  HHS has signaled 
that additional regulations are on the horizon, including a forthcoming HTI-2.[52] 

III. U.S. SECTOR-SPECIFIC DEVELOPMENTS 

A. Intellectual Property 

1. Copyright Office and Courts Limit Protection for AI-Generated Works 

On March 16, 2023, the Copyright Office concluded that AI-generated material may be eligible 
copyrightable material to the extent that it is the result of the author’s “own mental conception, to 
which [the author] gave visible form.”[53]  This guideline followed a decision in February 2023, 
when the Copyright Office decided to grant copyright protection to only portions of a book, 
named Zarya of the Dawn, that was deemed the expressive material of the author, and not the 
associated images generated by an AI tool.[54]  Subsequently, on August 30, 2023, the 
Copyright Office published a Notice of Inquiry (“NOI”) seeking comment on the copyright law 
and policy issues implicated by AI systems, and generative AI in particular.[55] Specifically, the 
Copyright Office sought public comments on: (1) the use of copyrighted works to train AI 
models; (2) the copyrightability of material generated using AI systems; (3) potential liability for 
infringing works generated using AI systems; and (4) the treatment of generative AI outputs that 
imitate the identity or style of human artists. 

On August 18, 2023, the District Court for the District of Columbia held that AI-generated output 
cannot be copyrighted because such work lacks human authorship.[56]  Plaintiff Stephen Thaler 
had attempted to register the output of his generative AI system with the Copyright Office, listing 
the system as the author and himself as the assignee.  The court affirmed the conclusion that 
the Copyright Act and the Constitution both provide for the granting of copyright to “authors,” 
who must be humans, and concluded that a work generated autonomously by a generative AI 
system is not eligible for copyright. 

2. Courts Begin to Contend With Alleged Copyright Infringement by Generative AI 

2023 saw a series of copyright infringement litigation filed across U.S. federal courts in 
connection with generative AI tools and platforms and the data used to develop them.  For 
example, a group of authors brought a putative class action suit alleging that a major technology 
company used copyrighted books to train its large language models.  On November 20, 2023, 
the Northern District of California dismissed the copyright infringement claim, reasoning that an 
allegation that the model was trained on copyrighted materials is insufficient to show that all the 
models’ outputs are themselves infringing.[57]  Similarly, a group of visual artists brought a 
putative class action suit alleging that developers of AI art tools used their copyright-protected 
works to train their models.  In October 2023, the Northern District of California dismissed all but 
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one claim, relating to direct copyright infringement by one AI art tool developer.  The court held 
that plaintiff’s discovery of their copyrighted work on a search platform that shows users whether 
their works have been used for AI training was sufficient to state a claim for direct 
infringement.[58]  Meanwhile, a number of companies developing generative AI tools have 
announced the creation of copyright indemnity shields under which the companies will indemnify 
customers, subject to varying limitations, for certain copyright infringement liability stemming 
from their use of the companies’ generative AI systems.[59] 

3. Copyright Management Information Claims 

Many lawsuits against companies developing generative AI technologies assert claims under 
the Digital Millennium Copyright Act for the removal of copyright management information 
(“CMI”).  On May 11, the Northern District of California refused to dismiss CMI claims brought by 
plaintiffs against developers of a code-generating AI system.  Plaintiffs alleged that the 
companies had trained AI programs to “ignore or remove CMI.”[60]  The court held that plaintiffs 
had sufficiently alleged that the companies “intentionally designed the programs to remove CMI 
from any licensed code they reproduce as output.”[61]  By contrast, on October 30, 2023, the 
Northern District of California dismissed a CMI claim in a separate case because the complaint 
failed to identify the “particular types of their CMI from their works that they believe was 
removed or altered,” in connection with the use of their works in the defendant’s training 
set.[62]  In this putative class action, a group of visual artists brought a CMI claim that a 
generative AI company had scraped their works from public datasets, and had “stripped or 
altered” the CMI associated with such works.  We expect to see more development in the 
court’s rulings on CMI-related claims in 2024. 

B. Privacy 

Several U.S. states have passed new comprehensive privacy laws, some of which 
contain obligations directly implicating businesses’ use of AI and automated decision-
making technologies (“ADMT”).   

On March 15, 2023, the Colorado Attorney General finalized the Colorado Privacy Act (“CPA”) 
regulations that included AI- and ADMT-specific requirements relating to notice, opt-outs, and 
data protection assessments.[63]  In late November 2023, the California Privacy Protection 
Agency (“CPPA”) released discussion draft regulations intended to facilitate CPPA board 
discussion on ADMT and risk assessments (the “Draft Regulations”).[64]  The Draft Regulations 
provide an expansive definition of ADMT[65] while also proposing ADMT-specific obligations 
relating to notice, opt-out rights, and risk assessments.  Specifically, under the Draft 
Regulations, consumers would have the right to opt-out of ADMT for decisions that produce 
“legal or similarly significant effects” on an individual as well as the right to access certain 
information about a businesses’ use of ADMT.  The draft would also require risk assessments 
for the use of ADMT, which would need to include a description of why the business seeks to 
use the ADMT, the “operational elements” of the processing, and the safeguards that the 
business will put in place to mitigate negative privacy impacts on consumers.[66]  The proposal 
carves out key areas of future discussion for the CPPA Board, including the profiling of children 
under 16 and the use of consumer information for model training. 
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These pre-rulemaking Draft Regulations were discussed during the December 8, 2023 CPPA 
board meeting.[67]  Several board members expressed concerns that the discussion draft 
regulations were overly broad and suggested narrowing the definition of profiling to target ADMT 
which is particularly concerning and intrusive to avoid regulating low-risk ADMT.  We expect that 
the Draft Regulations will be amended and that certain provisions may be informed by other 
emerging U.S. and global AI regulations, including the EU’s approach under the draft AI Act. 

C. Employment 

1. EEOC 

Following the EEOC’s publication of a draft Strategic Enforcement Plan (“SEP”) for 
Fiscal Years 2023-2027 on January 10, 2023, it released the final SEP on September 21, 
2023, which makes clear that the agency will remain focused on the use of AI in 
employment. 

As employers are increasingly using technology in employment, the SEP makes clear that the 
EEOC intends to focus on employment decisions, practices, and policies in which employers 
leverage technology (broadly defined), including machine learning, AI, algorithmic decision-
making, and other automated employment decision-making tools.  The EEOC will also place 
special emphasis on aiming to eliminate barriers arising from purportedly exclusionary job 
advertisements, restrictive or inaccessible application systems, and AI systems that intentionally 
exclude or adversely impact protected groups for recruitment or hiring. 

This priority aligns with the EEOC’s ongoing attention to AI and automation in 2023, including 
issuing its second set of technical guidance on AI,[68] reaching a conciliation agreement 
requiring a job search website operator to re-write its algorithm following claims of national 
origin discrimination,[69] and finalizing a consent decree in a case alleging algorithmic age 
discrimination.[70]  Employers can expect more technology-related cases to be brought by the 
EEOC in addition to ongoing AI regulation at the state and local levels, including in New York 
and California, and an uptick in proposals from Congress, such as the Algorithmic Accountability 
Act of 2023.[71] 

On May 18, 2023, the EEOC released new technical guidance on employers’ use of AI 
under Title VII of the Civil Rights Act of 1964.[72] 

The guidance outlines key considerations that, in the EEOC’s view, help ensure that automated 
employment tools do not violate Title VII of the Civil Rights Act of 1964 (“Title VII”) when making 
employment decisions. 

The guidance provides that the “four-fifths rule” merely acts as “a rule of thumb” when analyzing 
adverse impact with respect to algorithmic decision-making tools and is not necessarily 
sufficient to show that a tool is lawful under Title VII.  Further, the EEOC encourages employers 
to routinely conduct self-assessments of their AI tools to monitor for potentially disproportionate 
effects and states that an employer’s failure to take steps to adopt a less discriminatory 
algorithm that was considered during the development process may give rise to liability. 
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2. New York City Local Law 144  

On July 5, 2023, New York City’s Department of Consumer and Worker Protection (the 
“DCWP”) began enforcing Local Law 144, the broadest law governing AI in employment 
in the US. 

Under Local Law 144, an automated employment decision tool (“AEDT”), is defined as “any 
computational process, derived from machine learning, statistical modeling, data analytics, or 
artificial intelligence, that issues simplified output, including a score, classification, or 
recommendation, that is used to substantially assist or replace discretionary decision making for 
making employment decisions that impact natural persons.”[73]  Local Law 144 prohibits 
employers from utilizing an AEDT in hiring and promotion decisions unless it has been the 
subject of an annual bias audit by an “independent auditor” no more than one year prior to 
use.  The law also imposes certain posting and notice requirements to applicants and 
employees who are subject to the use of an AEDT. 

For more detailed insights into Local Law 144, please see our prior coverage of the Final Rules, 
DCWP’s FAQs, and Local Law 144’s Scope. 

D. Insurance 

The Colorado Division of Insurance has implemented a final regulation, effective on 
November 14, 2023, that requires life insurers operating in Colorado to integrate AI 
governance and risk-management measures.[74] 

These measures must be reasonably designed to prevent unfair discrimination in the utilization 
of AI models leveraging external consumer data and information sources, which are defined to 
include biometric data.  Under the regulations, insurers must remediate any instances of 
detected unfair discrimination.  The regulation requires insurers to conduct a comprehensive 
gap analysis and risk assessments and imposes specific documentation requirements, including 
maintaining an up-to-date inventory of AI models, documenting material changes, bias 
assessments, ongoing monitoring, vendor selection processes, and annual reviews. 

IV. SELECT ADDITIONAL INTERNATIONAL DEVELOPMENTS 

A. United Kingdom 

In 2023, the UK Government demonstrated further support for its proposed “pro-
innovation” and “context-specific” AI regulatory regime.  

On March 29, 2023, the UK Government published the AI White Paper, which proposes sector-
specific oversight of the development and use of AI alongside empowering existing regulators 
like the Information Commissioner’s Office (ICO), the Financial Conduct Authority (FCA), 
Competition and Markets Authority (CMA), and the Office of Communications (Ofcom), 
agencies that will be called upon to regulate the use of AI within the scope of their existing 
remits.[75]   In 2023, UK regulators published guidance regarding the use and regulation of AI, 
including: 

https://www.gibsondunn.com/wp-content/uploads/2023/04/Mufson-Moss-Lamm-10-Ways-NYC-AI-Discrimination-Rules-May-Affect-Employers-Law360-04-19-2023.pdf
https://www.gibsondunn.com/nyc-artificial-intelligence-law-key-takeaways-from-newly-released-faqs/
https://www.gibsondunn.com/wp-content/uploads/2023/09/Mufson-DiGennaro-Lamm-Gauging-The-Scope-Of-NYCs-New-AI-Employment-Law-Law360-08-31-2023.pdf
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper
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• ICO - Eight questions that developers and users need to ask about generative IA 
(April 3, 2023)[76] 

• FCA - Innovation, AI & the future of financial regulation, text taken from a speech by 
Jessica Rusu, FCA Chief Data, Information and Intelligence Officer, at the Innovate 
Finance Global Summit (April 17, 2023)[77] 

• CMA - Initial review of competition and consumer protection consideration in the 
development and use of AI foundation models (May 4, 2023)[78] 

• Ofcom- What generative AI means for the communications sector (June 8, 2023)[79] 

On March 15, 2023, the UK Government responded to recommendations made in the Pro-
innovation Regulation of Technologies Review prepared by Sir Patrick Vallance, the 
Government Chief Scientific Advisor, to clarify issues relating to IP and AI.  The UK Government 
accepted the recommendations and announced that a code of practice on copyright and AI 
would be developed with the UK Intellectual Property Office (“IPO”) with input from users and 
rights holders.[80]  However, in February 2024, the UK Government announced that it was 
abandoning plans to develop the code.[81] 

On July 7, 2023, the Parliament’s Communications and Digital Committee launched an inquiry 
into large language models (LLMs) and sought public comment on its work in evaluating the 
work of the UK Government and regulators, examining how well this addresses current and 
future technological capabilities, and reviewing the implications of approaches taken elsewhere 
in the world.[82] 

On November 1 and 2, 2023, the UK Government hosted the AI Safety Summit 2023 (the “AI 
Summit”), which brought together representatives from a broad range of countries, companies, 
and civil society groups.  The AI Summit was primarily built around round-table discussions on 
global safety and societal risks, as well as sessions focused on the steps that frontier AI 
developers, national policymakers, the international community, and the scientific community 
should take.  Countries attending the first day of the Summit, including the United States, China, 
Japan, the UK, members of the EU, Korea, Singapore, and Brazil, agreed to the Bletchley 
Declaration, which recognizes that AI presents the potential to enhance human wellbeing as 
well as risks, particularly arising from “highly capable general-purpose AI models, including 
foundation models.”[83] 

At the Summit, UK Prime Minister Rishi Sunak announced the creation of a UK AI Safety 
Institute (the “Institute”), a new global hub based in the UK and tasked with testing the safety of 
emerging types of AI,[84] and Vice President Kamala Harris announced the creation of a US AI 
Safety Institute housed by NIST.[85] 

B. Canada 

As part of a bill introduced in June 2022, Canada has made progress with respect to its 
proposed Artificial Intelligence and Data Act (AIDA),[86] which is intended to promote 
responsible AI systems in the private sector through a risk-based approach.  

https://committees.parliament.uk/committee/170/communications-and-digital-committee/
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Under the risk analysis, harm may be individual or collective, physical, psychological, or 
economic, and biased output can arise if an AI system causes disadvantage without justification 
on the basis of one or more of the grounds in the Canadian Human Rights Act.[87]  In March 
2023, the AIDA companion document was issued,[88] which laid out a general approach for 
AIDA, identified a liability scheme, and provided “key factors” as guidance for companies to 
assess the high-impact risks of their AI system.  Relatedly, on September 27, 2023, Canada’s 
Minister of Innovation, Science and Industry announced a voluntary code of conduct for 
organizations engaged in the development and management of generative AI systems[89] to 
effectively serve as a bridge between the present and when the AIDA may come into force.[90] 

At a local level, as of September 2023, Quebec’s “Act to modernize legislative provisions as 
regards the protection of personal information” requires that individuals whose personal 
information is processed exclusively by an automated decision-making system must be 
informed of such processing.[91]  The Act also guarantees the right to be informed of the 
personal information used to make an automated decision upon request and the right to have 
such personal information corrected. 

*          *          * 
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