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FTC Updates to the COPPA Rule Impose New 
Compliance Obligations for Online Services That 
Collect Data from Children 
This update summarizes key amendments to the COPPA Rule and related FTC Commissioner 
statements, as well as key proposals that the FTC declined to adopt, and it positions these 
developments in the broader legal landscape related to children’s privacy and safety online. 

On January 16, 2025, the Federal Trade Commission (FTC or Commission) voted 5-0 to approve 
long-awaited updates to the Children’s Online Privacy Protection Rule (COPPA Rule or Rule),[1] 
which was last updated over a decade ago, in 2013. The FTC had proposed amendments to the 
COPPA Rule in a Notice of Proposed Rulemaking (NPRM) in January 2024,[2] following a 2019 
request for comment[3] on the effectiveness of the 2013 amendments. While the updated 
COPPA Rule does not include some of the more sweeping amendments proposed, it imposes 
significant new obligations regarding the collection, use, and disclosure of personal information 
from children under 13. Many of these updates effectively codify positions that the Commission 
has taken in COPPA enforcement actions under the prior COPPA Rule. 

As described in detail below, key updates to the COPPA Rule include: 

• Requiring separate parental consent for data sharing with third parties for targeted
ads and other non-integral purposes. Requiring covered operators to obtain separate
verifiable parental consent to disclose children’s personal information to third-party
companies for targeted advertising or other purposes that are not “integral” to the
operator’s websites or online services;
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• Requiring data minimization and a data retention policy. Limiting the retention of
children’s personal information to only the time reasonably necessary to fulfill the specific
purpose for which it was collected, prohibiting the retention of children’s personal
information indefinitely, and requiring adoption of a written data retention policy;

• Clarifying definitions of child-directed and mixed audience services. Clarifying which
online services may be covered by the Rule by amending the definition of “website or
online service directed to children” to include a non-exhaustive exemplary list of evidence
the FTC may consider in analyzing audience composition and intended audience, and
adding a new, standalone definition of “mixed audience website or online service”;

• Expanding the definition of covered information. Expanding the definition of “personal
information” to include biometric identifiers and government-issued identifiers beyond
Social Security numbers;

• Expanding parental notice requirements. Clarifying and expanding the scope of
disclosures required in direct notices and online privacy notices, including: the identities
and categories of any third parties with which the operator shares children’s personal
information; how specifically the operator uses persistent identifiers to support its internal
operations and what measures are in place to avoid using persistent identifiers for
unauthorized purposes; and when an operator collects an audio file of a child’s voice
pursuant to the audio file exception, a description of how the operator uses audio files
and a disclosure that such files are deleted immediately after responding to the request
for which they were collected;

• Enumerating additional methods to obtain verifiable parental consent. Enumerating
additional methods that satisfy the requirement to obtain verifiable parental consent
before collecting personal information from children or using or disclosing such
information, including using a text message coupled with an additional step, such as a
confirmatory text message following receipt of consent (the “text plus” method);

• Enhancing data security requirements. Clarifying the reasonable security measures
required to protect personal information from children, which include, at a minimum,
establishing a written data security program; and

• Increasing oversight and transparency of Safe Harbor programs. Enhancing
oversight of, and transparency regarding, Safe Harbor programs, including by requiring
that such programs disclose their membership lists and report additional information to
the FTC.

Significant proposals the FTC dropped include changes that would have codified requirements for 
educational technology companies operating in a school environment, and those that would have 
prohibited the use of push notifications and similar engagement techniques without separate 
parental consent. 

The amended COPPA Rule will become effective 60 days after its publication in the federal 
register, and covered operators will have until one year after the publication date to comply, 
except with respect to certain provisions regarding Safe Harbor programs.[4] We note, however, 
that businesses should continue to monitor updates regarding the publication of the updated 
Rule, given the possibility for delay or withdrawal under the Trump administration or the new FTC 
leadership.[5] Although the FTC’s vote approving the final Rule was unanimous, then-incoming 
Chair Andrew Ferguson issued a strongly worded concurring statement identifying three “serious 



problems” with the amendments that he ascribed to “the outgoing administration’s irresponsible 
rush to issue last-minute rules two months after the American people voted to evict them from 
office,” and calling for “[t]he Commission under President Trump [to] address these issues and fix 
the mess that the outgoing majority leaves in its wake.”[6] 

Despite some uncertainties, companies that knowingly provide services to children under 13 or 
that have offerings that could be considered attractive to children should revisit their existing 
compliance strategies to mitigate the substantial risk of liability for non-compliance with the 
updated COPPA Rule, which include civil penalties up to $53,088 per violation for 2025.[7] Given 
historical and continued bipartisan consensus that the privacy and safety of children online is a 
priority in light of developing technologies,[8] we expect rigorous oversight and enforcement by 
the FTC, including under the new administration. 

Gibson Dunn has extensive experience advising and defending multinational companies on 
COPPA and youth-related strategies, including regulatory investigations and engagement 
strategies, product counseling, and litigation matters. We stand ready to advise companies on 
compliance with the updated COPPA Rule, and on federal, state, and international youth privacy 
and safety laws more broadly. 

A. COPPA Background

Congress enacted COPPA in 1998, and the FTC’s COPPA Rule implementing COPPA first went 
into effect in 2000 and was last amended in 2013. 

Importantly, COPPA applies only to online services that are directed to children under 13 or that 
are collecting, using, or sharing personal information of a user with actual knowledge that a 
particular user is under 13. More specifically, COPPA applies to (1) “operators of commercial 
websites and online services” that are “directed to children under 13 that collect, use, or 
disclose personal information from children”; (2) “operators of general audience websites or 
online services with actual knowledge that they are collecting, using, or disclosing personal 
information from children under 13”; and (3) to websites or online services that have actual 
knowledge that they are collecting personal information directly from users of another 
website or online service directed to children.”[9] COPPA’s primary goal is to give parents 
control over their children’s personal information and how that information is collected and 
processed.[10] 

The COPPA Rule imposes several requirements on covered operators of websites and online 
services, including requirements to provide clear direct notice to parents and to obtain verifiable 
parental consent before collecting personal information from children or using or disclosing such 
information.[11] The Rule also confers other rights on parents, including the right to request that 
covered operators delete their children’s personal information,[12] and it imposes several 
additional obligations on covered operators, including for example with respect to security 
measures[13] and data retention.[14] 

B. Key Amendments to the COPPA Rule



The following sections detail key amendments to the COPPA Rule. 

a. Companies Covered By the COPPA Rule

The amended COPPA Rule “clarifies” the definition of “website or online service directed to 
children” by adding to the non-exhaustive exemplary list of evidence the FTC may consider in 
analyzing audience composition and intended audience “consideration of marketing or 
promotional materials or plans, representations to consumers or to third parties, reviews by users 
or third parties, and the age of users on similar websites or services.”[15] The latter example may 
be particularly challenging for companies to address since it relies on extraneous information 
outside a service’s control (and for the same reason, would not appear to be probative of a 
company’s intent to direct its service to children). 

The amended Rule also includes a new, standalone definition of “mixed audience website or 
online service,” which the FTC confirmed is not intended to expand the scope of child-directed 
websites and online services, and does not change which websites or online services are 
directed to children.[16] The 2013 COPPA amendments and the FTC’s subsequent COPPA FAQ 
guidance introduced the concept of “mixed audience” websites and online services as a 
subcategory within the definition of “website or online service directed to children,” but did not 
define this term.[17] Under the updated Rule, “mixed audience” websites and online services are 
defined as those directed to children but that do not target children as their primary audience, and 
that do not collect personal information from any visitor other than to assess whether a visitor is a 
child.[18] Unlike other child-directed websites and online services, mixed audience websites and 
online services are permitted to collect information from visitors in a neutral manner in order to 
determine whether a visitor is a child.[19] Once a mixed audience website or online service 
determines that a visitor is 13 or over, it may collect personal information from the visitor without 
obtaining verifiable parental consent. The mixed audience website or online service may not deny 
access to visitors who are under 13, but may require verifiable parental consent or offer an 
experience that does not collect their personal information. 

b. Expanded Definition of “Personal Information”

As amended, “personal information” under COPPA now explicitly includes (1) biometric 
identifiers, defined as an “identifier that can be used for the automated or semi-automated 
recognition of an individual, such as fingerprints; handprints; retina patterns; iris patterns; genetic 
data, including a DNA sequence; voiceprints; gait patterns; facial templates; or faceprints”; and 
(2) government-issued identifiers beyond Social Security numbers, including state ID cards, birth
certificates, and passport numbers.[20]

c. Direct Notice & Verifiable Parental Consent

Direct Notice. The amended COPPA Rule clarifies and expands what companies must include in 
their direct notice disclosures to parents prior to collecting from and using their children’s 
personal information. Specifically, companies should ensure their direct notice disclosures: 

• Include information on “how the operator intends to use [a child’s personal]
information;”[21]



• Disclose the identity or categories of third parties the company shares personal
information with, the purposes for sharing with those third parties, and that a parent can
consent to the collection of and use of the child’s information, without consenting to its
disclosure;[22] and

• Are provided in every instance in which a company seeks parental consent.[23]

Online Privacy Notice. Companies must also post clear, prominent links to online notices of 
their information practices regarding children.[24] As with the direct notices, the COPPA Rule 
amendments expand what must be included in the online notices to include: 

• The identities and categories of any third parties to which the operator discloses personal
information and the purpose for such disclosure;[25]

• The specific internal operations for which the operator uses persistent identifiers, and the
policies or practices the operator has in place to avoid using persistent identifiers for
unauthorized purposes;[26]

• When an operator collects an audio file of a child’s voice pursuant to the audio file
exception (discussed below), a description of how the operator uses the audio files, and
that such files are deleted immediately after responding to the request for which they
were collected;[27] and

• The operator’s data retention policies for personal information collected from children.[28]

Verifiable Parental Consent. The amendments enumerate additional methods that satisfy the 
requirement to obtain verifiable parental consent before collecting personal information from 
children or using or disclosing a child’s personal information,[29] including: 

• Processing any transaction requiring a parent to use a credit card, debit card, or other
online payment system, provided that the transaction “provides notification of each
discrete transaction to the primary account holder”–not just those transactions which
include a monetary fee, as previously required;[30]

• Using a knowledge-based authentication process (i.e., questions of sufficient number and
difficulty that a child could not reasonably ascertain the answers);[31]

• Matching an image of a face to a verified photo identification, such as a driver’s license
(with the image and photo ID being promptly deleted thereafter);[32] and

• Using a “text plus” method that may be used when an operator does not disclose
personal information from children to a third party, where (similar to the “email plus”
method already available) subject to certain disclosure and confirmation requirements, a
company uses a text message to obtain consent.[33]

The amendments also modify and expand exceptions to the COPPA Rule’s verifiable parental 
consent requirement. Of particular note is an exception for when a company collects an audio file 
containing a child’s voice as a replacement for written words, and no other personal information, 
and uses the audio file only to respond to a child’s specific request such as to execute a search 
or implement a verbal instruction, and the file is deleted immediately thereafter.[34] This 



exception is meant to provide flexibility for companies who rely on voice-assist technology.[35] 
Such a practice must be disclosed in an online notice.[36] 

d. Separate Consent for Information Disclosures to Third Parties for
Targeted Advertising and Other Non-Integral Purposes

The amended COPPA Rule requires separate parental consent for the disclosure of a child’s 
personal information to a third party for targeted advertising or other uses, “unless such 
disclosure is integral to the website or online service” such as disclosures necessary to provide 
the product or service.[37] Covered operators also cannot condition access to their website or 
service on obtaining such consent.[38] This amendment, in particular, will have significant 
implications for online services that may be perceived to be attractive to children that leverage 
third-party advertising technologies in their services. 

e. Data Retention and Deletion

The COPPA Rule includes directives regarding the retention and deletion of personal information 
from children, including that a covered operator may retain such information “for only as long as 
is reasonably necessary to fulfill the purpose(s) for which the information was collected.”[39] 
Notably, the amendments prohibit companies from retaining children’s personal information 
indefinitely.[40] As discussed below, there is disagreement within the Commission surrounding 
this requirement, including as to what “indefinitely” means in this context. 

The amendments further instruct that companies must establish a written data retention policy 
that specifies the purposes for which a child’s information is collected, the business need for 
retaining the information, and the timeframe for deleting it.[41] These policies must now be 
provided in online notices, as described above.[42] 

f. Confidentiality, Security, and Integrity of Personal Information

COPPA requires covered operators to “establish and maintain reasonable procedures to protect 
the confidentiality, security, and integrity of personal information collected from children,”[43] and 
the amendments clarify the steps covered operators can take to comply with this “reasonable 
procedures” standard. 

At a minimum, a covered operator’s safeguards must be “appropriate to the sensitivity of the 
personal information collected from children and the operator’s size, complexity, and nature and 
scope of activities.”[44] To comply, an operator must, among other requirements, designate 
employees to manage the program, assess the program at least annually, and implement 
necessary safeguards based on those assessments.[45] Notably, these requirements generally 
mirror the requirements contained in Commission orders requiring the implementation of a 
comprehensive information security program. 

Additionally, covered operators that disclose children’s personal information to third parties must 
“take reasonable steps to determine that such entities are capable of maintaining the 



confidentiality, security, and integrity of the information” and obtain written assurances from the 
third parties that they will do so.[46] 

g. Safe Harbor Programs

Under the COPPA Rule, the Commission may approve Safe Harbor programs–i.e., self-
regulatory guidelines submitted by industry groups which implement the same or greater 
protections for children as in COPPA. The FTC amended the COPPA Rule to “enhance oversight 
of, and transparency regarding” these Safe Harbor programs by requiring they conduct annual 
independent assessments of their members’ compliance, including the members’ data privacy 
and security practices, disclose their membership lists, and maintain and submit to the FTC 
records of complaints about, and disciplinary actions against, the program’s members.[47] 
Existing COPPA Safe Harbor programs must submit proposed modifications within 6 months of 
the publication of the amended COPPA Rule in the federal register.[48] 

C. Key Proposed Changes Not Adopted in Amended COPPA Rule

The amended COPPA Rule does not include certain amendments that the FTC proposed in its 
January 2024 NPRM, which were the subject of nearly 300 public comments, and which would 
have imposed significant compliance obligations relating to push notifications or engagement 
techniques and on educational technology companies. 

a. Push Notifications/Engagement Techniques

The COPPA Rule includes an exception to obtaining verifiable parental consent “[w]here the 
purpose of collecting a child’s and a parent’s online contact information is to respond directly 
more than once to the child’s specific request, and where such information is not used for any 
other purpose, disclosed, or combined with any other information collected from the child.”[49] 
The NPRM’s proposal sought to prohibit companies from using this exception to “encourage or 
prompt use of a website or online service,” in order to address children’s overuse of online 
services due to engagement-enhancing techniques such as push notifications, in-game notices, 
or website pop-ups.[50] 

Though the FTC stated it remains “deeply concerned” about push notifications and other 
techniques designed to prolong a child’s time spent online, the Commission was persuaded by 
concerns regarding the inconsistency between the proposed language and the COPPA statute, 
as well as First Amendment concerns regarding the breadth of the restriction, and thus did not 
amend COPPA to include this proposal.[51] 

b. Educational Technology Requirements

The FTC also excluded several requirements proposed in the NPRM that would have been 
applicable to educational technology (ed tech) companies. The NPRM proposed including new 
definitions of “school” and “school-authorized education purpose,” as well as new provisions 
governing the collection of information from children in schools, and codifying the FTC’s existing 
guidance that allows ed tech companies to obtain consent from schools, rather than parents, to 
collect personal information from students for educational purposes.[52] The FTC chose not to 



adopt these proposed amendments “[t]o avoid making amendments to the COPPA Rule that may 
conflict with potential amendments to [the Department of Education’s Family Education Rights 
and Privacy Act] regulations.”[53] However, the Commission specifically noted that they “will 
continue to enforce COPPA in the ed tech context consistent with its existing guidance.”[54] 

c. Other Exclusions

The final COPPA Rule also excluded other proposed amendments, including one that would have 
modified the exception to the parental consent requirement when companies collect persistent 
identifiers (and no other personal information) to provide support for the internal operations of the 
website or online service, such as for contextual advertising or personalization.[55] The FTC also 
declined to expand the definition of personal information to include avatars generated from a 
child’s image. And the FTC declined to amend the Rule to require companies disclose specifically 
the types of personal information collected, as well as details on how that personal information in 
particular is used, agreeing with commenters that “that level of detail could be superfluous."[56] 

D. An Uncertain Future

While the Commission vote approving the final COPPA Rule was unanimous, the future of the 
Rule remains uncertain. Former-Chair Lina Khan and then-incoming Chair Andrew Ferguson 
issued separate concurring statements about the Rule, and Commissioners Alvaro Bedoya and 
Rebecca Slaughter issued a joint concurring statement. 

Former-Chair Khan’s concurring statement emphasized that these updates were long-awaited, 
especially given the dramatic rise in children’s smartphone and social media use since the Rule 
was last amended.[57] She characterized the updates as “complementing” the FTC’s 
enforcement efforts, potentially “boost[ing]” enforcement efforts by state attorneys general,[58] 
and welcoming Congress’ efforts to legislate in this area.[59] 

In his concurring statement, Commissioner Ferguson characterized the amendments as “the 
culmination of a bipartisan effort initiated when President Trump was last in office” and voted to 
issue the final Rule because the amendments “contain several measures improving data privacy 
and security protections for children”–but he identified “three major problems” with the 
amendments.[60] He argued against the requirement that all new third-party data sharing should 
require a separate consent from parents, and against the prohibition on indefinite retention of 
data.[61] He also advocated for an exception for collecting children’s information for the limited 
purpose of age verification.[62] He was blunt in his critique that “these issues are the result of the 
Biden-Harris FTC’s frantic rush to finalize rules on their way out the door” and foreshadowed an 
intent to revisit the amendments in stating that “[t]he Commission under President Trump should 
address these issues and fix the mess that the outgoing majority leaves in its wake.”[63] 

In their joint concurring statement, Commissioners Bedoya and Slaughter disagreed with 
Commissioner Ferguson regarding the prohibition against indefinite data retention, arguing such 
a requirement is necessary for companies that take the position that it is “reasonably necessary” 
to keep personal information indefinitely.[64] 



E. FTC Enforcement Risks

Notwithstanding disagreement among Commissioners on certain details of the COPPA Rule 
amendments, companies can expect the FTC to continue to vigorously scrutinize data practices 
involving children. The FTC historically has focused its enforcement efforts on potential harms to 
children online, even where business practices are not subject to COPPA, under Section 5 of the 
FTC Act (Section 5). The FTC has also enforced against companies for violations of both COPPA 
and Section 5, often resulting in steep monetary penalties. 

For example, in 2022, the FTC secured an agreement with Epic Games, Inc. (the creator of the 
video game Fortnite) to pay a record-breaking $520 million to settle allegations that Epic violated 
both COPPA and Section 5.[65] More recently, on January 17, 2025, another video game 
developer agreed to pay $20 million and make various product and other changes to settle FTC 
allegations that its practices related to loot boxes violated COPPA and Section 5[66]–although 
notably, Commissioners Ferguson and Holyoak dissented on three of four counts brought under 
Section 5.[67] 

Further, some in Congress continue to push for federal legislation, including the Children and 
Teens' Online Privacy Protection Act (COPPA 2.0),[68] which would extend the application of 
COPPA to youth under 16, ban targeted advertising to minors, and place more responsibility on 
companies to ensure children’s online safety. Senator Markey, the author of the bill and an author 
of COPPA, noted in a statement applauding the updated COPPA Rule that “Congress must still 
pass [COPPA 2.0] to extend these protections to teenagers, block targeted advertising to kids 
and teens, and give young people an eraser button to delete their personal information.”[69] 

F. Additional Youth Privacy and Safety Developments and Enforcement Risks

These federal changes reflect a broader trend toward enhancing privacy and safety protections 
for children. Various U.S. states and jurisdictions worldwide are also increasingly focused on 
children and youth, implementing laws and taking actions under existing laws against companies 
with a substantial youth user base. 

a. State Youth Laws and Enforcement

State lawmakers have made clear that protecting children’s online privacy and safety is a top 
priority, including by amending omnibus state privacy laws to include youth-specific provisions, 
enacting broader “age-appropriate design” laws applicable to any online service “reasonably 
likely to be accessed by children,” and enacting social media-specific laws requiring enhanced 
protections and often parental consent to children under 18 who use social media services. Many 
of these laws have been challenged successfully on First Amendment and other grounds, but 
other laws are spawning aggressive enforcement. 

Among these state laws are Texas’ Securing Children Online Through Parental Empowerment 
Act (SCOPE Act), the majority of which came into effect on September 1, 2024,[70] and the 
California Protecting Our Kids from Social Media Addiction Act, only parts of which are currently 
set to take effect on March 6, 2025.[71] The Texas SCOPE Act takes a restrictive approach to 
collection and use of children’s data, while the California law is the first aiming to protect children 



from social media “addiction.” Both laws are shaping the youth legal landscape, setting templates 
for other states to follow, but the California law is currently being challenged, and we anticipate 
continued constitutional challenges asserting that other such laws restrict expressive speech. 
Even so, regulators are not slowing down their efforts pending these challenges. 

For example, in October 2024–just one month after the Texas SCOPE Act came into effect–the 
Texas Attorney General’s Office announced its first action under the law seeking up to $10,000 
per violation.[72] The Texas Attorney General’s Office also recently announced the launch of 
investigations into over a dozen companies in connection with the SCOPE Act and Texas’ 
omnibus privacy law that includes youth-specific provisions.[73] 

Enforcement authorities also have sought to hold companies liable for alleged online harms to 
children under general state consumer protection laws prohibiting unfair and deceptive practices, 
which are not subject to the same constitutional concerns. Additionally, parents and families of 
children, as well as school districts, have similarly leveraged general consumer protection and 
other laws to pursue claims against online companies relating to purported youth harms, resulting 
in extensive multidistrict and class action litigation in this area. 

b. Global Focus on Youth Privacy and Safety

Global lawmakers and regulators are also focused on youth privacy and safety online. Omnibus 
privacy laws outside the U.S. do not accord special treatment to children’s data, but some contain 
some similar restrictions to COPPA, such as requiring parental consent to process children’s data 
(e.g., the European Union (EU)’s General Data Protection Regulation) or prohibiting online 
platforms from targeting ads to children under 18 (e.g., the EU’s Digital Services Act (DSA), a 
sweeping EU regulation). As in the U.S., there is a similar global trend towards more prescriptive 
and aggressive laws concerning youth online activity. 

For example, under the DSA, in-scope platforms can be fined up to 6% of global annual turnover 
by the European Commission (EC), which is the primary enforcing authority, for failing to conduct 
required risk assessments considering the impact of new features and service on harm to minors, 
among other concerns. The EC has already requested information from, and in some instances 
launched investigations into several companies in connection with, the collection and use of 
minors’ data under the DSA.[74] Similarly in the UK, Ofcom has been appointed to enforce the 
UK Online Safety Act (OSA) and has published drafts for consultation and finalized versions of its 
mandatory Codes of Practice. In addition, in recent years, many EU privacy regulators have been 
focused on enforcing against companies whose services can be accessed by children, and the 
UK Information Commissioner’s Office steadily continues to enforce its Children Code, also 
known as its Age Appropriate Design Code, which it published in 2020. And in APAC, Australia 
recently took steps to ban youth under the age of 16 from creating social media accounts–
although implementing regulations have yet to be published.[75] 

These laws underscore the challenges global companies will face in restructuring their 
compliance plans within tight timeframes. 

The privacy and safety of children online are top concerns for the FTC, other enforcement 
authorities, lawmakers, and families worldwide. To that end, companies that conduct business 



online should take care to assess their legal obligations and practical risks under the amended 
COPPA Rule, as well as under youth-related laws across jurisdictions, given increased regulatory 
attention to child-directed services and features under an expanding landscape of child-focused 
regulation. 

Again, Gibson Dunn has extensive experience advising multinational companies operating online 
services on a wide variety of regulatory and law enforcement investigation, enforcement, strategic 
counseling, litigation, and appellate matters relating to child and teen privacy and safety. We are 
closely monitoring developments within the youth legal landscape, and we are available to 
discuss these issues as applied to your particular situation. 
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